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Foreword

In thetraditionof pastmeetingsof federalforecasters,the 11thFederalForecastersConference(FFC/2000)heldon
September14, 2000,in Washington,DC, providedaforumwhereforecastersfrom differentfederalagenciesand
otherorganizationscouldmeetanddiscussvariousaspectsof forecastingin theUnitedStates. The themewas
“Forecasting,Policy,andtheInternet.”

Onehundredandeightyforecastersattendedtheday-longconference.Theprogramincludedopeningremarksby
DebraE. GeraldandwelcomingremarksfromMike Pilot, Acting AssociateCommissionerforEmployment
Projections,Bureauof LaborStatistics. Following theremarks,apanelpresentationwasgivenby NeilsonC.
Conklin, Directorof Market& TradeEconomicsDivision, EconomicResearchService,U.S. Departmentof
Agriculture; SigneI. Wetrogan,AssistantDivision Chief,of theU.S. CensusBureau,U.S. Departmentof
Commerce;andAndrewA. White,Directorof theCommitteeon NationalStatistics,NationalResearchCouncil.
StuartBernsteinof theBureauof HealthProfessionspresentedawardsfrom the2000FederalForecasters
ForecastingContestJeffreyOsmintof theU.S. GeologicalSurveypresentedawardsforBestPapersfromFFC/99.

In theafternoon,nineconcurrentsessionsin two time slotswereheldfeaturingapaneland28 paperspresentedby
forecastersfrom1theFederalGovemment,privatesector,andacademia.A varietyofpaperswerepresenteddealing
with topicsrelatedto agriculture,theeconomy,health,labor,population,andforecastingsoftware. Thesepapers
areincludedin theseproceedings.Anotherproductof theFFC/2000is theFederalForecastersDirectory2000.
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Mike Pilot of Bureau of Labor Statistics extendsawarm welcometo the conferenceparticipants.

PegYoung of Bureau of Transportation Statistics introduces the morning panel.
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SigneI. Wetrogan presentsthe opportunities and challengesfacingthe CensusBureau in disseminatingdata
over the Internet.

NeilsonC. Conklin relatestheERS experiencein deliveringnumbersto customersin theneweconomy.

3



Andrew A. White exploresinformation technologyresearchfor federal statistics.

Linda D. Felton and Tina Terry-Eley greetparticipants and passOut confereflcematerials.
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Highlights of PanelPresentation

Digital Government and Federal Statistics

TheInternethasgreatlywidenedthebaseofpotentialcustomersfor federalstatisticsand
forecasts.Representingtheir respectiveagenciesor organizations,thepaneldiscussedthestateof
digital governmentwith respectto its impacton federalstatistics.Topicsincludedthe
opportunities,aswell asbarriers,createdby theelectronicdeliveryof statistics.

DeliveringNumbersin theNewEconomy

NeilsonC. Conklin,Director,Market& TradeEconomicsDivision
EconomicResearchService
U.S.Departmentof Agriculture

Todaythereanewrealitiesconfrontingstatisticalagenciesin the“new” economy.Informationis
increasinglyapublic good;information technologyis expandingthe“reach”ofprivateandpublic sector
organizations,andallowsus to deliver“richer” informationto customers.Challengesareposedby thenew
economyanddigital government.Thereis abreakdownin old deliverysystemsandrelationships,which
hasalreadybeenexperiencesasa creativedestructionin theprivatesector. Federalstatisticsagenciesare
undergoingnewstrategicthinking to find a newbusinessmodel,in which weanswerthequestions:
Who areour customers?
Howcanwe enrichour customers’experiences?
Howdowe designourproductsandservices?
Howdo we allocateourresources?

ThepresentationrelatedtheERSexperience,aswell asthe issuesfor all ofusin federalstatistics,to show
how to dealwith transitionissues(e.g.,how do wemeetour responsibilitiesto our ‘unwired’ customers),
how to maintainqualitycontrol ina distributedenvironment,how to relegatetheroleof papermediain the
future, andhowto allocateresources.

InternetUsein DisseminatingPopulationEstimatesandProjectionsattheCensusBureau:
OpportunitiesandChallenges

SigneI. Wetrogan,AssistantDivision Chieffor PopulationEstimatesandProjections
PopulationDivision
U.S. CensusBureau

It’s no secretthataccessto anduseof theInternetis continuingto increase.Accordingto aNielsenMedia
ResearchSurveytakenin September1997, 1 in 4adults in theU.S.andCanadausedtheInternet— more
than58 million adults. TheCensusBureauand, in particular,thePopulationEstimatesandProjections
Areatakeadvantageof theInternetas a mainmechanismin disseminatingits data.

TheInternetoffersus theopportunityto quickly andeasilyreleasealargevarietyof datato awide, multi-
usergroupusingvariousmodesof delivery. At thesametime, theseopportunitiesposemanychallenges,
includingtheability to reachthismulti-usergroupandefficientlydelivertheflexible typesof datawhile
preservingsometypeof datacontrol, theability to conveyimportantdatacaveatsandtheneedto archive
reviseddatasets.Thispresentationoutlinedsomeofthestepsthat thePopulationEstimatesandProjections
Areais takingto meetsomeof thesechallenges.
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Information TechnologyResearchfor Federal Statistics

AndrewA. White, Director
Committeeon NationalStatistics
NationalResearchCouncil

TheNationalResearchCouncil’s ComputerScienceandTechnologyBoard,in conjunctionwith the
CommitteeonNationalStatistics,heldaworkshopon “Information TechnologyresearchforFederal
Statistics”in early1999. Participantsin thisworkshopexploredinformationtechnology(IT) research
opportunitiesof relevancetothecollection,analysis,anddisseminationof federalstatistics.The
participantsrepresentedfour broadcommunities:IT research,IT researchmanagement,federalstatistics,
andacademicstatistics.Theworkshopprovidedanopportunityfor thesecommunitiesto interactandto
learnhowtheymightcollaboratemoreeffectively in developingimprovedsystemstosupportfederal
statistics.Highlights fromtheworkshopsummaryreportwerediscussed.
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Concurrent SessionsI





POPULATION PROJECTIONS:
CURRENTDEVELOPMENTSAND ISSUES

Chair: ThomasBryan
U.S. CensusBureau

Discussant:
PeterD. Johnson
U.S.CensusBureau

U.S.PopulationProjectionsto theYear2100
FrederickW. Hollmann,U.S. CensusBureau,U.S.DepartmentofCommerce

AccuracyoftheU.S. CensusBureauNationalPopulationProjectionsand
TheirRespectiveComponentsofChange,
TammanyJ. Mulder,U.S. CensusBureau,U.S. Departmentof Commerce

EvaluationandOptimizationofPopulationProjectionsUsingLossFunctions,
CharlesD. Coleman,U.S. CensusBureau,U.S.DepartmentofCommerce

ProjectionsoftheNumberofHouseholdsandFamiliesin theUnitedStates: 1999 to 2025,
Ching-li Wang,U.S.CensusBureau,U.S. DepartmentofCommerce
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U.S.PopulationProjectionsto the Year2100

FrederickW. Hollmann
U.S.CensusBureau

In January of this year, the CensusBureaureleased
populationprojectionsfor theUnitedStatesfrom 1999to
2100. While theseprojectionsyielded few surprises
regardingthesizeandstructureof theforecastpopulation
incomparisontopreviousseries,thescopeof theproduct
wasunprecedented.Themost“eye-catching”changewas
the forecasthorizon: for the first time, the projections
reachedasfar astheendof thenewcentury,to 2100. No
previous series had venturedpast 2080. We also
expandedthe level of demographicdetail to include
nativity,defineddichotomouslyasnativeversusforeign-
born. Within eachof thesetwocategories,weproduced
thelevelofdemographicdetail,singleyearof age,by sex,
byrace,by Hispanicorigin, thatwehaveproducedin the
past. Lastbut notleast,weincreasedthetemporaldensity
of the projectionsfrom annual to quarterlyreference
dates,primarily to allow usersto selectreferencedates
otherthan July 1. Finally, asin previousreleases,we
computeda “highest” and “lowest” variant of the
projection series,basedon extremeassumptionsof all
threeof themajorcomponentsof change.To a greater
extentthanin previousprojection efforts, theseseries
wereintendedtoreflect the degreeof uncertaintyin the
variouscomponents;hence,arelativelylargerrangewas
imposed on the relatively unpredictablemigration
component.

Far more interestingfrom the producer’sperspective
were changesin the methodology and assumptions
underlyingtheprojections.Thesearedescribedin detail
in apublic document(Hollmann,Mulder, andKallan,
1999). Throughoutthispaper,I will discussprojection
assumptionsthat were describedin this report, many
attributableto thework of my two co-authors. Briefly,
theyareasfollows.

1) We abandonedthe assumption that international
migration was constantover time with unchanging
demographic composition. Instead, we viewed
internationalmigrationin termsofthepresentdistribution
of migration by country (or countrygroup) of origin,
consideringlikely future developmentsfrom the major
sources.

2) Theadditionof nativityasadifferentiatingvariablein
the projectionsallowedus to projectemigrationof the

foreign-bornthroughascheduleofrates,ratherthanasa
constantmatrix.

3) We adopted a target-based,rather than an
extrapolation-basedmethodologyforprojectingmortality.
While thisdidnotresultina largechangein theassumed
levels, it addressedmany of the technicalproblems
present in earlier models resulting from quasi-
independentprojectionsof age-sex-racecategories.

4) Wereinstatedtheassumptionthatfertilityrateswould
convergeby raceandHispanicorigin, abandonedin our
penultimaterelease. However,unlikepreviousmodels
that assumed convergence, we did not rest the
convergenceon presentlevels for the White, non-
Hispanicpopulation. Rather,we allowedall raceand
Hispanic origin cross-categoriesto trend toward a
commontarget.

Migrationto the UnitedStates

Internationalmigrationto theUnitedStatesis generally
respectedby demographersas the most difficult
componentto project, which is the reason that the
“indefinitely constant”assumptionissofrequentlymade.
Themostintimidatingaspectof this componentis most
likely its dependenceon policy, as well as its historic
volatility. This volatility oftenresultsfrom eventsas
unpredictableas foreign socialandpolitical upheavals.
In recentyears,wehavewitnessedmillions ofimmigrants
from SoutheastAsia to theU.S., initially aresultof the
endof the war in Vietnam, later a resultof the mass
exodusof “boatpeople” to refugeecampsin Thailand
andelsewhere.FromCuba,we saw a boatlift of more
than 100,000“Marielitos” whoarrived in the U.S. in
1980, primarily as aresultof a policy shift from the
Castroregimein Cuba. Our liberalpolicyregardingthe
admissionof Cubanrefugeesandparolees,as well as
refugeesfrom the Soviet Union andits satelliteshas
resultedin an ebbandflow of migrantsfrom Cubaover
the years since then—evenas the Soviet hegemonyin
Europe (and the Soviet Union itself) disintegrated.
Underlying thishasbeena steadystreamof migration,
legal andillegal, from Mexico andotherportions of
Central and South America of people seeking the
relatively favorabledemandfor agriculturalandother
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employment in the United States. In 1986, the
ImmigrationReformandControlAct (IRCA) effectedthe
legalization of the residency of a large class of
undocumentedresidents,clearingthe way for them to
becomelegal permanentresidents,andultimatelyU.S.
citizens.With thisimprovedimmigrationstatuscamethe
right to sponsorotherimmigrants,primarily immediate
relativesthrough family reunification,as well as new
relativesthroughmarriage.TheImmigrationAct of 1990
furtherpromotedthis processby exemptingimmediate
relativesof U.S. citizens from numericallimitations.
Thesefactorsresultedin asubstantialincreasein legal
immigrationduring the1990s. Fromthestandpointof a
demographerattemptingtoprojectmigration,this trend
yields an interpretiveproblem: is secondarymigration
relatedto IRCA aself-feedingprocessthatwill continue
to multiply the numberof legal immigrants,or is it a
historicaleventthatwill “run its course”?

The future of internationalmigration was projected
primarily on the following assumptions(Hollmann,
Mulder, andKallan, 1999),

1) The rapid increasein migration during the 1990s,
drivenin largepartby themigrationofrelativesandmost
affectingtheflows fromMexicoandCentralAmerica,is
transitory. Moreover,trendsin economicdevelopment
andreducingfertility inLatin Americasuggestthisarea
will decline as a sourceof migration to the U.S.
However, thepresenceof aLatin immigrantcommunity
in the U.S. will ensureits continued significant role.
UndocumentedmigrationacrosstheSouthwestborderis
characterizedby anlargeexcessofdemandover“supply”
(inability to preventillegal entries),sowedo notassume
anyfuturechange,evenif demandlessens.

2)Refugeemovementsfrom SoutheastAsia, Cuba,and
theSovietUnion will continueto declinein importance
asasourceof migrationtotheU.S.,asour relationswith
thesecountriesstabilize. Newerflows,principallyfrom
the former Yugoslaviaand Africa, will see transitory
“spikes”. In thelongerterm(throughthecomingdecade
andbeyond),refugeemovementswill decline.

3)Legalmigrationfrom someerstwhilelessconventional
sourceswill increase—especiallyin the long run. These
includeSouthAsiaandsub-SaharanAfrica. Theseareas
arecharacterizedbyconsiderablepotentialforpopulation
growth,and(especiallyin the caseof Africa) political
instability.

4) Immigrationpolicyaffectingnumericallimitationsfor

employment-basedvisas will remain unchangeduntil
2020. After 2020,someincreasein employment-based
immigration is likely on accountof the retiring baby
boomers.

5) After 2030, we assumethe overall level (but not
necessarilythecomposition)of migrationto theUnited
Statesremainsconstant.

6) We reflected the uncertainty of all of these
assumptionsby projecting “low” and~“high” series
ranging from 0.58 million to 3.625million peryearin
2100,aroundamiddleprojection of 1.45 million. In
2020,therangeis narrower:0.56million to 2.13million
aroundamiddleprojectionof 1.09million.

7)Theageandsexcompositionofmigrationto theU.S.
follows that of recentin-migrantsby countryof birth
category. The raceandHispanic origin composition
follows thecompositionby raceandHispanicorigin of
foreign-bornmigrantsin the 1990censusby countryof
birth.

Emigration

For the emigrationof foreign-bornlegal residents,we
assumea scheduleof ratesby age,sex, andavery few
region-of-origin categoriessufficient to produce an
averageof 195,000emigrantsperyearduringthe1980s,
basedon researchby AhmedandRobinson(Ahmedand
Robinson,1994). Thisresultsin anannualemigrationof
339,000peryearby 2020,increasingto524,000peryear
by 2100(Hollmann,Mulder, andKallan, 1999).

Theuseofratestoprojectemigrationbrokeaconundrum
that has hauntedprevious projection models. In
projecting“high” and“low” valuesof emigration,should
the numbersof emigrantsbe higherfor a “high” net
migration assumption,or lower? Considerationsof
forecastuncertaintysuggestthatthe latter,sincelower
emigrationsupportshigher net migration to the U.S.
However, “demographicscenario”considerationsfavor
the reverse. Emigration is largely a resultof return
migration of the foreign-bornto countriesof origin,
hence,higherlevelsof foreign-bornin-migrationshould
be identifiedwith higher levelsof emigration,asmore
peopleareatrisk of emigrating. When theemigration
assumption is based on rates, this issue largely
disappears. Clearly, a higher-growth model should
featurelower ratesof emigrationfor the foreign-born
population. The foreign-born population can then
function as adeterminantof numericallevel. In the

12



presentcase,emigrationincreasesfastestin thelowest
seriesandslowestin thehighestseries;numericallevels
convergein thelate2050s, thenthe trendsproceedin
oppositedirectionswith emigrationincreasingfastestfor
the highestseries. In the long run, the effects of the
higherrateassumptionin thelower seriesareovercome
by the higher growth of the foreign-bornin thehigher
series.

Emigration of U.S.nativesis maintainedas aconstant
distribution summing to 48,000 per year, based on
researchdone by Edward Fernandezfor the period
around1980(Fernandez,1995). Unfortunately,wehave
determinedno credible way of trending this small
componentin thefuture.

Fertility

Pastattemptsby theU.S.CensusBureautoprojectlong-
term trendsin fertility haveengendereda well-studied
skepticismamongresearchers(for example,Lee, 1999)
whohavepointedout thatactualvaluesof fertility often
departfrom between“high” and “low” forecastlimits
ratherquickly. Thetrendoverthepastcenturyhasbeen
oneof fertility decline in the long run, coupledwith
enormousfluctuationsof severalyearsto afew decades
in duration,settling to acomparativelyconstanttrendin
recentyears.Recentvaluesofthetotalfertility rate(TFR)
havebeencloseto the “replacementlevel” of 2.1, but
slightly belowit. Wecanisolatesomemajorfacetsof our
assumptionsthataremostcritical to anunderstandingof
ourprojections(Hollmann,Mulder, andKallan, 1999).

1) We havetacitlyrejectedthenotion thatfertility in the
U.S.will apetherecenthistoryof WesternEurope(most
notablyItaly andSpain),wherethetotalfertility ratehas
reachedlevelsonly slightly aboveunity. it is ourview
thattheEuropeantrendshavebeenlinked to increasing
expectationsof womenforparticipationin economiclife,
aswellasincreasingratesof maritaldissolution. In both
of theseareas,theUnitedStateshas seensimilarchanges
in thepast,whichmayhavebeenpartiallyimplicatedin
thefertility declineof the 1970sin theU.S., and(if ata
differentlevel)mayexplainsomemorerecentde6linesin
the moredevelopedcountriesof Latin America. This
historyprovidesno basisfor assuminganewAmerican
responseto an admittedly pervasivephenomenonin
1990sEurope.

2) We assumeconvergenceof fertility ratesby raceand
Hispanicorigin over time. This is partiallyjustified by
recenttrendsby race,specificallyalong-awaiteddropin

the phenomenonof teen-agechildbearing that has
disproportionately affected the African American
population. While evidenceof a relative decline in
Hispanicfertility hasbeenabsent,aprojecteddecreasein
theforeign-borncomponentof theHispanicpopulation
rendersit nearlyinevitable.Contrarytopastserieswhere
convergenceof fertility byraceandHispanicorigin was
assumed,we do not define the non-HispanicWhite
categoryasthetargetof convergence.Instead,weassume
all race-origingroupstoconvergetowardatargetTFR of
2.1 by 2150(50 yearspasttheprojectionhorizon).

3) While assumingconvergenceof fertility by raceand
Hispanicorigin, wehaveheldon to theassumption,also
presentin previousprojection series, that race and
Hispanic origin are principal determinantsof fertility
level. Weassumethisto thepointof allowingouroverall
fertility assumptionto be influencedby compositional
effects. Otherwisestated, higher fertility race-origin
categorieswill producerelatively largergenerationsof
futuremothers,sothatoverallfertility, will tendtorise
more(or declineless) than would be implied by the
assumptionsmadefor individualgroups. Specificto the
presentmodel,womenof childbearingagewill havean
increasingproportionof Hispanicorigin. Bvenafter the
effectsof convergence,Hispanicwomenhavesomewhat
higherratesof childbearing,sooverallfertility increases
asaresultof this“bottom up” formulationof fertility by
raceandorigin.

4) Fortheneartomiddletermwefollow birth expectation
datafrom theNationalSurveyof Family Growth Cycle
V(National Center for Health Statistics, 1995), but
adjustedfor the effect of futuremarital disruptionand
unfulfilled expectations(vanHoornandKeilman,1997).
Taking accountof the effectsof changingracial and
ethniccomposition,thisyields aTFR of 2.2by the year
2025.

5) We assumedno differential fertility by nativity,
meaning that we tacitly assumedthat any nativity
differentialswerecapturedby thedifferentialby race.

6) Therangebetweenthe lowestandhighestmodels
reaches1.9 to2.6 by 2025,1.6to 2.7by 2100,arounda
middlelevel of 2.2 for both years. Theserangesreflect
not onlyassumptionsbyraceandHispanicorigin, butthe
compositional effects of changing demographic
characteristicsof women under the two extreme
assumptions.
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Mortality in 1997to differentialsof zeroby theyear2150.

Mortality is generally the componentof population
projectionsthat requiresthe least speculativeinput.
Thereisrelativelylittle disagreementon thequestionof
whethermortalityin theU.S.shouldriseordecline:most
researchersseeit asdeclining. It is generallyassumed
thatthefocusof relevantpublicpolicyonlongevityisto
extend, rather than reduce it. Optimization of life
expectancyis alsogenerallythegoal of theindividual,
althoughnotnecessarilythehighestpriority.(If it were,
smokingwouldhaveceasedaltogether,andpeoplewould
not indulge in stressful,sedentaryoccupationssuchas
estimatingandprojecting the U.S. population.) The
epidemiological literature provides considerable
explanationregardingthestructureof mortalitydecline,
definedby the trendsin various causesof death,seen
prospectivelyasrisk factors.

TheapproachusedtoprojectthepopulationoftheUnited
Statesin thepresentserieswasprimarilyactuarial,rather
thanepidemiological. We focusedon the trendin the
level andpatternof age-specificdeathratesby raceand
Hispanicorigin,andtheresultingtrendin life expectation
at differentages. This approachdoesnotpresumethat
trendsin mortalityfromdifferentcausesareunimportant:
ratherit acknowledgesthat wearenot able to forecast
“turnarounds” in existing trends. Following are
somewhatmorespecificcharacteristicsof the mortality
assumptions(Hollmann,Mulder, andKallan, 1999).

1) Wereliedon aprojectionof life expectationatbirth in
the year2065 by sexpreparedby Lee andTuljapurkar
(LeeandTuljapurkar,1998),implying alevel of 83 years
for malesand88 yearsfor females.Thisprojection, in
turn, was developedusingtheLee-Cartermethodology
for projectingdeathratesbasedon historicaltrends(Lee
andCarter, 1992). We assumedthat similar ratesof
mortalitydeclinecontinuedfrom 2065 to theendof the
century.

2) We derived an age pattern of mortality decline
consistentwith this life expectancyassumptionbasedon
expertopinion,from asurveyofexpertsconductedby the
Societyof Actuariesin 1997 (RosenbergandLuckner,
1998). These results indicated more rapid decline
(relativeto thebaserate) for personsunder16 yearsof
agethanfor personsage65 andover, with the broad
categoryof personsage16 to 64 falling in between.

3) Weassumedaconstant-rateconvergenceof mortality
by raceandHispanicorigin fromdifferentialsthatexisted

4)Weassumednodifferentialmortalityby nativitywithin
crosscategoriesof Hispanicorigin andrace.

SomeResults,andthePublicReaction

Reactionto thenewprojectionsby themediatendedto
gravitateto twomajor observationsthatwerefeaturedin
ourpressrelease.Thefirstwasthesimpleobservationof
the doubling of the populationbefore the end of the
projection horizon (by 2093). From the media
perspective,it waseasyto overlookthefact thatthelast
centurysawmorethanatripling of theU.S.population,
sowehadprojectedaslowingof growth.Thesecondwas
theincreasein racialandethnicdiversity,specificallythe
emergenceof Hispanicsas the largestminority in the
comingdecade,andtheacquisitionofminoritystatusby
thenon-HispanicWhitepopulationin the2050s.

While the critical reaction to our projections was
generallyfavorable, therewereacoupleofpointsin the
assumptionsthat generatedcontroversy. Onecriticism
wasthatourfertility projectionsweretoohigh—especially
the presenceof a gradualrise in fertility amongnon-
HispanicWhitewomen. This criticism wasbolsteredby
the emergence of projections by the United
Nations—releasedbetweenthecompletionandreleaseof
ourprojections(UnitedNations,1999). Theseindicated
a convergenceof fertility in industrializedcountries
towardlevelssignificantlybelowreplacement(although
higherthanthosecurrentlyobservedin Europe)by2050.

A second class of critical reactions related to the
migrationassumption,andtheywerequitevaried. One
view heldthat internationalmigrationshouldincrease
indefinitelyin proportiontothepopulation;anotherheld
thatit would be restrictedby supply constraints,and
woulddecline. Somecriticism wasexplicitlydirectedto
theconcernthattheseprojectionswouldtendto fuel anti-
immigrationsentimentbecauseof thejuxtapositionof a
modest migration assumption with apparent high
population growth.

A very robust conclusion that, while not surprising,
carriedwith it moresocialanddemographicinterest(in
theopinionof thisauthor)hadto dowith theforeign-born
population. The proportion foreign-born increases
graduallythroughouttheprojectionhorizon,asonewould
expect.Farmoreinteresting,however,is therelationship
of thetrendin thenativity of thepopulationto thetrend
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in raceandHispanicorigin. Weobservethatwhile the
non-HispanicWhite andBlackpopulationsshowedan
increasingproportion foreign-born, thecurrentlymost
heavily foreign-born race-ethniccategories--thenon-
Hispanic Asian and Hispanic populations—bothshow
substantialdeclinesinproportionforeign-born.Thisis a
demographicallyrobustfinding, andarisesfrom thefact
that these immigrant-laden categories have age
distributionshighly favorableto childbearingwithin the
United States, so that their secondand higher-order
generations of U.S. residents will make up ever
increasingproportionsoftheirnumbers.Thisprovidesa
clueto amuchmoreimportantfinding thatcan onlybe
implied in the mostqualitativeterms. As racial and
ethnicdiversityincreases,the wayit is viewedby social
scientistsand ordinary citizens is likely to undergo
fundamentalchanges. There is plenty of historic
precedentfor this,asotherimmigrantgroups—principally
peopleof Europeanorigin--have“melted” intoaculture
thattendsto bedefinedprimarily as“American”.

As the population of the United Statesgrows and
becomesincreasinglydiverse, population projections
provideaneverevolvingview ofthesechanges.Wefully
expectmanyof thefindings in this seriesto bewritten
overby newfindingsin futureseriesthatmayarisefrom
new censuses,new developmentsin vital eventsand
internationalmigration. Of greaterconcernto us as
forecastersisthefact thatwewill seechangesthatresult
from methodologicaldevelopments. Includedwill be
changesin theway weapproachraceunderthenewrule
of “checkall thatapply”, aswell asadvancesin theway
we transmit characteristicsacrossgenerationsin the
presenceof increasingproportionsof racially mixed
marriages. This is definitely an exciting era for
demographicforecasting.
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ACCURACY OF THE U.S. CENSUSBUREAU NATIONAL POPULATION
PROJECTIONS AND THEIR RESPECTIVE COMPONENTS OF CHANGE

TammanyJ. Mulder
PopulationDivision, U.S. CensusBureau

INTRODUCTION

Populationprojectionsare computationsof future
populationsize andcharacteristicsbasedon separating
the total population into its basic componentsof
fertility, mortality, and migration and estimatingthe
probable trends in each componentunder various
assumptions(Srinivasan, 1998). National forecasts
give planners, legislators, policy makers, and
researchers,amongothers,a glimpseof possiblefuture
demographictrendsfor the populationandthe forces
actingto producepopulationchange.Becauseforecasts
are simply a compilationof reasonableassumptionsas
to whatwill happento thecurrentpopulationin future
years, the accuracyof forecastswill dependon the
validityof theassumptionsandtheaccuracywith which
the assumptionsare quantified. Correspondingly,it is
critical for consumers of population forecasts to
recognize the level of uncertainty found within
population forecastsboth in terms of their overall
accuracyas well as in termsof thespecificcomponents
ofpopulationchange.

To date, the CensusBureauhas not publisheda
comprehensiveanalysis of the accuracy of their
forecasts, which means customers depend on the
expertiseof the demographersproducingtheproduct.
The aim of this researchis to addressthis gap and
systematicallyevaluatethe accuracy of the existing
CensusBureauforecastsbothin termsof their ability to
predict the nationalpopulation as well as individual
componentsofchange.

The presentpaperevaluatesthe accuracyof Census
Bureau population forecasts using an ex-post facto
approach. That is, the performanceof a forecastis
evaluatedrelative to what was observed,which is
operationalizedhereas intercensalestimatesfrom 1947
to 1989, and the post-censalestimatesfrom 1990 to
1999, producedby the CensusBureau (Byerly and

When discussingpopulation projections, demographersoften
specit~’the differencebetweena“forecast” anda“projection.” A
projection generally representspossible population trends, while
forecastsareproducedto representreal populationtrends.In orderto
analyzetheaccuracyoftheprojections,weusethe“preferred”middle
series(U.S.CensusBureau,2000b). In otherwords, this is the series
the Bureaufeelsis most likely to take place, typifying a forecast.
Furthermore,theobjecthere is to analyze“forecasterror,” meaning
thedifferencebetweenforecastresultsandestimates.Therefore,the
termforecastis usedthroughoutthetext.

Deardorff, 1995; Hollmann, 1990, 1993; U.S. Census
Bureau, 1999, 2000a). In addition, the presentstudy
evaluatesthe assumptionsusedas inputvariablesin the
cohort componentmethod. Specifically, this research
will attemptto answertwo researchquestions. First,
howaccuratelydid theCensusBureauforecastthetotal
population andits respectivecomponentsof change?
Second, did the forecasts for the population and
componentsproducedby the CensusBureauperform
more accuratelythananaïvemodelassumingconstant
trends?

For the purposesof this research,the following
terminology,which is consistentwith languageused
among demographersand adapted from Smith and
Sincich (1991), will be used to describe forecasts
throughoutthetext:

Baseyear themostrecentestimateusedto begintheforecast;
Targetyear thedesignatedpoint2(year) theforecastreaches;
Forecastperiod: the interval betweenfirst forecastyear after the

baseyearandtargetyear;
Forecasterror thedifferencebetweentheobservedandtheforecast

populationat adesignatedpoint in forecastperiod.

RESEARCH DESIGN AND METHODS
ChoosingAmongMultinle ForecastSeries

In the recentpast,the CensusBureauproduceda
middleseriesforecastandseveralaltemateseriesbased
on differing assumptionsfor thecomponentsof change
(fertility, mortality, andnet immigration). Becausethe
Census Bureau refers to the middle series as the
“preferred series,”and consumerscommonly usethis
series,it is usedhereafterfor analyticpurposes(U.S.
CensusBureau,2000b). For easeof discussion,each
serieswill beidentifiedby its respectivebaseyear. To
evaluatethe accuracyof the forecasts for the total
population, seventeenforecastswere analyzed with
baseyearsranging from 1947 to 1994 (U.S. Census
Bureau, 1949 to 1996). Twelve series for the
componentsof changeare availablefrom 1963 to 1994
(U.S. CensusBureau,1964to 1996).

Identificationof a single middle seriespermits the
comparison of error acrossproducts and the error
experiencedby each individual series. Therefore,in
addition to analyzingthe forecasterror for eachseries,

2 Throughoutthetext,“point” refersto a finite time intervalwithin

theforecastperiod.
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theerrorfor thecombinationof seriesatspecificpoints
in theforecastperiodarealsocalculated.

Error for the total populationis measuredfor its
annualpercentagerateof change,orannualgrowthrate,
which is calculatedusing theexponentialformula.

Ex-post facto evaluation compares the forecast
resultswith thehistorical populationor componentof
change that was actually observed. Therefore, to
evaluatetheperformanceof pastforecasts,eachseries
is compared with intercensal (1947 to 1989) or
postcensal(1990 to 1999) national estimatesfor the
totalpopulationfrom 1947 to 1999. Boththe estimated
and the forecastpopulationgrowthratesare calculated
for annual intervals ending on June 30, while the
componentsof changeare summedfor calendaryears.
Becausefew seriesforecastbeyond20 years in length,
this analysisdoesnotextendpastthe20-yearperiod.

Measurementof ForecastErroratMultiple Levels

A complicatingfactor in evaluatingforecasterror
is that it can be calculatedat different levels. It is
possibleto analyzean individualpoint in the forecast,
the individualseriesto determinetheerror for specific
products,aswell astheerrorformultipleforecastseries
to assessthe aggregationof error generallyassociated
with the Census Bureau forecasts. In each case,
forecasterror terms -- the difference betweenthe
observedandthe forecastpopulation-- areused.

ForecastError Patterns

Demographersandstatisticiansapplythesestatisticsto
measurethe accuracyof population forecastsat the
national and sub-national level. Nevertheless,
researchershavenot reacheda consensusas to which
indicators are most indicative of the accuracy of
national population forecasts (Ahlburg, 1992;
Armstrong and Collopy, 1992). For the purposesof
this analysis,the percenterror(PE), the meanpercent
error (MPE), the meanabsolutepercenterror (MAPE),
the medianabsolutepercenterror (MdAPE), andthe
root meansquarederror (RMSE) are usedto measure
accuracy.

Theseevaluativestatisticsapply to the individual
and the multiple seriesanalysis for both the overall
forecasterror and the duration-specificforecasterror.
To measureoverall error,the PEis usedto measurethe
forecasterror that occurredat specified points in the
forecastperiod (1, 5, 10, 15, 20 years). The MPE and
the remainderof the statistics presentthe average
within an individual seriesforecastperiodat specified
intervals (5, 10, 15, and 20 year intervals). These
indicators also measurethe averageacrossmultiple
seriesat designatedpoints of the forecastperiod (

1
5t,

5
th

15
th, and

20
th yearfrom the base)as opposedto

within seriesaverages.Duration-specificforecasterror
is measuredusing the sameindicators;however,for
multipleserieseachindicatoris analyzedannually(for
eachpoint)asopposedto designatedpoints.

Comparisonof the CensusBureauForecastModels
with a NaiveModel

Stated above, accuracy evaluation can be
approachedfrom two perspectives. Until now, the
focus has beenon evaluating overall forecasterror.
These evaluations relate strictly to the general
performanceof the forecast(s). The second,andmore
specific approach in performing a comprehensive
assessmentof forecastaccuracyis that in additionto
overall serieserror, theremay also be patternsof error
acrosstime. In otherwords,how well did theforecasts
perform throughoutthe length of forecastperiod and
does a particularpatternexist?In order to assessthe
patterns of error throughout the forecast period, a
supplementalanalysisis presentedfor both individual
and multiple series. Hereafter, duration-specific
forecasterror referencestheobservationof patternsof
error. Indicatorsused to measureoverall error also
measuretheduration-specificforecasterror forboththe
individualandmultipleseries.

Explanationof Indicators

Statistics used to measure the accuracy of
forecastingmethodology and assumptionsoriginated
from the analysis of economic forecasting.

Each CensusBureau forecast is based on a
complex set of assumptionsabouthow patterns of
fertility, mortality andmigrationwill behaveovertime,
In orderto understandthe uncertaintyrelatedto these
assumptions,eachcomponentof populationchange,as
well as thepopulationgrowth rate, is comparedwith a
“naïve” model. Comparing the forecasts with a
simplified naïvemodel assumingno changein future
trendsprovidesa benchmarkto evaluateandcompare
the error experiencedby the forecastmodel (Keyfitz,
1977: pg. 230). The naïve model is createdby
assuming the annual growth rate for the total
population,the cruderates,andtotal number for the
individualcomponentsremainedconstantasofthebase
year or “jump-off” populationfor the forecasts. For
example,annualgrowth ratesfor the forecastsproduced
from 1967 to 1990 in P25-381are comparedwith the
constantannual growth rate for 1966, the designated
populationbaseof that forecast. The naïvemodelfor
number of deaths, however, cannotbe simply held
constant,as this would not berepresentativeof actual
trends. The naïvenumbersof deathsare recalculated
for each series based on the associatedforecast
populationandtheconstantcrudedeathrate.
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RESULTS
TotalPopulation Growth RateForecasts
Summaryof ForecastError forGrowthRates

Exceptfor the 1974and1976series,thepatternof
under-and overestimationandlevel of accuracyfor the
individual series are closely related to the Census
Bureau’sassumptionsfor fertility andwill bediscussed
in detail in the following sections. Tables 1 and 2
presenttheresultsof theindicatorsfor eachseries. The
first two forecast series, 1947 and 1949, greatly
underestimatedthe growth rate as fertility ratesbegan
to risein 1947,resultingin theBabyBoom. Short-term
(five years)accuracyimprovedbetween1953and1957
as growth ratesremainedat high levels resultingfrom
high fertility rates. Following 1957, the growth rate
beganto decline, while the CensusBureaucontinued
forecastinghigh growth rates. The total populations’
forecastgrowthratesbecamemore accuratewithin the
recentpastwith averageerror statistics(excludingthe
MPE) falling below 10 percent within the first five
years for the past five series as populationgrowth
stabilizedin the 1980’s and 1990’s. The averageerror
generallyincreasedafter the five year forecastperiod;
however,the direction and magnitudeof errordid not
increaseordecreasein aconsistentmanner.Becauseof
large outlier error terms, the multiple forecast error
statisticsdo not representthe actual errorexperienced
overall for theCensusBureau’sforecasts.

In general, the naïve model outperformedthe
cohortcomponentforecast,particularlyin the latterhalf
of the forecastperiod. Exceptfor the 1957 series,the
naïve model outperformedthe forecast model for a
minimum of onepoint in themeasuredforecastperiods
for eachseries. In contrast,recentcohort component
forecastsconsistentlyoutperformedthe naïvemodel in
thefirst five years. The overall errorremainedhigh in
comparisonto a naïve model until the 1980’s and
1990’s.

ComponentsofPopulation ChangeForecasts3

SummaryofForecastErrorfor Fertility

The Census Bureau assumptions remained
extremelyoptimistic aboutfertility trendsremainingat
levelsexperiencedduring theBaby Boomfrom 1963 to
1972, despite the continued decline experienced
following the peakin 1957. As displayedin Table3,
error for total birthsdecreasedfor series1974 and1976
becauseof two main factors. The 1974 seriesreduced
the number of alternateseries from four to three,

resulting in one middleserieswith a lower completed
fertility of 2.1, comparedwith an averageof 2.5 and2.1
for 1972. In addition,thenumberof birthsthat actually
occurredbeganto increase in the long-term forecast
period. The 1976seriesimprovedoverthe 1974series
by further reducing the short-termassumptions. In
addition to a general improvement in the level of
accuracy, the 1974 forecast began a trend of
outperformingthe naïvemodel of constantrates, with
exceptionto the 1986model.

In contrast, the 1982 and 1986 series were
conservativeand resulted in underestimatingbirths.
Series 1982 continuedthe use of the cohort fertility
approach,while the 1986 seriesused a Box-Jenkins
time series model for short-term forecasts. The
completedfertility level was further reducedto 1.9 for
1982 and 1.8 for 1986. Following the 1990 turning
point, thenumberof birthsremainedstable. Accuracy
improvedfor series1991, whichcontinuedtheuseof
thetime seriesmodel, increasedcompletedfertility to
2.1, andabandonedthe racial convergenceassumption,
amongother changes. This stability, combinedwith
improved assumptions,permitted a more accurate
forecastfor thoseseriesproducedwithin that decade.
High levels of accuracyfor short-termforecastswere
duplicated for the 1992 and 1994 series, which
abandonedthe cohort method and assumedconstant
trendsamongthelargestracialgroups.4

The results of the comparisonbetweenforecast
modelsdifferedfor thenumberof births andthecrude
rate. The CensusBureauforecastsfor the numberof
birthsweremoreaccuratein therecentpast.This is not
necessarilytruefor thecruderateforecasts.

In summary,accuracy for the number of births
improved in the recent past. Improved accuracy,
however,doesnot seemto be explicitly determinedby
the different approachestoward deriving forecast
assumptions(cohortvs. period)usedto forecastshort-
termtrends.

Summaryof ForecastErrorfor Mortality

Beginning in 1963, the CensusBureaugenerally
underestimatedimprovementsin life expectancy.Error
statistics for the forecastednumber of deaths is
presentedin Table 4. Particularforecastsproduced
after 1976, in contrast, slightly overestimated
improvement. Forecastsproducedbetween 1963 and
1974 gradually increasedin error, highlighting atrend
of the Census Bureau’s historically conservative
approach toward forecasting improvements in life

Error statisticsfor eachcomponentwerecalculatedfor boththe
total numberandthecruderate. Theresultsofthetotalnumberare
presentedin Tables3 to 5. Theresultsforthecruderatesarenot
presentedin this text.

~‘ Fertility amongnon-HispanicWhite,non-HispanicBlack,andnon-
HispanicAmericanIndianwomenremainedatconstantlevels,while
ratesfor HispanicandAsianwomenwereassumedto decline.
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expectancy. Recent forecasts experienced superior
performance in both overall and forecast period
accuracy. This improvement in accuracy may be
indicative of the stabilizationof mortality trendsin the
late 1970’s. In addition, the Census.Bureaubegan
producing a middle series mortality assumption;
potentially further contributing to the overall level of
mortality forecastaccuracy. Similar to fertility, the
error termsfor the numberof deathsare slightly larger
throughouttheforecastperiodthanthosefor thecrude
rate as they are more dependenton the size of the
forecast population.. Multiple series forecast error
generally increasedthroughout the forecast horizon,
stabilizing after the

10
th year of the forecastperiod.

Lastly, except the three series, the naïve mortality
modelsoutperformedthe CensusBureauforecasts. In
comparisonto fertility, themostrecentforecasts,series
1992 and 1994, fail to exhibit superiorperformance
relativetothenaïvemodel.

Summaryof ForecastError forNet Immiaration

Table 5 presents the error statistics for the
forecastednumberof net immigrants. Given that net
immigration increasedthroughouttheperiod between
1963 and 1999, the forecastsof constantrateswere
consistentlyunderestimated. Error terms throughout
the forecast period increased,and maintained the
highesterror statistics comparedto the fertility and
mortality-forec-asts—threughout.Becausemost of the
seriesbegin with largeforecasterror termswithin the
first year,thebasedatausedmay be contributingto a
large proportion of the error throughoutthe forecast
period. Nonetheless,net immigration forecastshave
improvedin therecentpast. This improvementis also
evidentwhencomparingthe naïveandCensusBureau
forecastmodelsof net immigration. The naïvemodel
consistentlyoutperformedthe CensusBureauforecast
model, with exceptionto the fifth year averagefor
1991, 1992, and 1994, for both the number of net
immigrants andthe crude rate. In spite of this, the
naïveresults are not a dramaticimprovementover the
CensusBureauforecasts.

DISCUSSIONOF RESULTS

This paper has evaluated the accuracy of
population growth forecastsproducedby the Census
Bureaubeginningwith the 1947 seriespublication. To
summarizethe findings, the researchquestionsasked
previouslyare reiterated. First,how accuratelydid the
CensusBureauforecastthe total populationandtheir
respectivecomponents of change? In general, the
forecastsproducedby theCensusBureauoverestimated
total population growth. A detailedanalysisof the

componentsof populationchange,however,revealeda
morecomplexpatteEnof over-andunderestimation.

Erroneousassumptionsaboutfertility following the
Baby Boom era were largely responsiblefor a pattern
of overestimationof the totalpopulation. Specifically,
the growth rateforecastperformanceworsened~for the
seriesproducedbetween1957 and1972. The number
ofbirthsandthecruderatewereseverelyoverestimated
betweenseries1963 and1972, influencingthe forecast
growth rate. Beforethe 1957 seriesandfollowing the
1972 series,annualgrowth rateswere underestimated.
Therefore, if the fertility component was not as
grievouslyoverestimated,the forecastresults may be
muchmoreconservativeandpossiblyunderestimatethe
seriesas witnessedbeforethe 1957 andafterthe 1972
series.

The mortality component of change generally
presentsthe least amountof contributingerror to the
forecastmodel in comparisonto fertility andpossibly
net immigration. The MAPE for both the numberof
deathsandthe cruderatesbeginbelow5 percentatthe
first year and neverrise above15 percentwithin the
twentyyearperiod.

The assumptions for constant levels of net
immigration consistently produced underestimated
series as the observed number of net immigrants
continually increasedfor over thirty years. Forecasts
were furthertroubledby thepoorbasedataquality.

Recentforecastsfor series1991, 1992, and1994,
improve in accuracyover previousserieswithin the
first five years. Series 1991 and 1994’s forecastsfor
fertility and mortality maintain smaller averageerror
terms than previous forecasts, while~the net
immigration forecastsaresmallerfor the 1991 and1992
series. This improvement in accuracy may be
indicative of the stabilizationof the componentsof
changeof thetotalpopulation. In addition,the level of
detail for the forecastsexpandedas more race and
Hispanicorigin groupswere added,the terminalageof
the populationdatarose, andthe quality of input data
improved.5

The duration-specific forecast error generally
increasesthroughout the forecast period for both
multiple seriesand individualseriesfor thegrowth rate
and the componentsof change. The magnitudeby
whichtheerrorincreaseddiffers for eachcomponentof
population change. Net immigration consistently

Beginningwith the 1991 series,theCensusBureaubegan
producingforecastswith greaterdetailforraceandHispanicorigin
groups. The vital statisticsdataandthe estimateswereusedto
forecastfourracegroupsby Hispanicandnon-Hispanicorigin (U.S.
CensusBureau,1993 (P25-1092)).In 1982,theagedistributionof
theforecastpopulationwasextendedfrom 85 yearsandoverto100
yearsandover(P25-952).Lastly, forthe1991 series,thedetailfor
net immigrantswereexpandedto five typesof immigrationtothe
U.s. (P25-1092).
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maintainsthe highest level of error throughout the
multiple series statistics, followed by fertility and
mortality. Fertility increasedrapidly within the first
half of theforecasts;however,thestabilizationof rates
in the latterhalf is theresultof aneventualincreasein
the fertility of American women, following a major
decline. Mortality maintains the smallesterror and
remainsstablethroughoutthe forecastperiodpast the
tenthforecastyear,ascomparedto thenet immigration
andfertility forecasts.

Secondly,did the forecastsfor thepopulationand
the componentsof change producedby the Census
Bureauperform more accuratelythana naïve model
assumingconstant change? With exception to the
recentforecastsof 1991, 1992, and 1994, andearlier
series 1955, 1957, and 1963, the naïve models
outperformedthe Census Bureau forecasts for the
growthrateandeachcomponentof populationchange.
It is evident that the CensusBureau’s inability to
forecastturning pointsin trendsgreatlydiminishesthe
accuracyofeachforecastseries.

The assumptionof constancyfor the naïvemodel
outperformedthe CensusBureauforecastassumptions
for seriesexperiencingachangein trends. In contrast,
once the population stabilized in the recentpast or
experiencedminimal to moderatechangebefore the
Baby Boom, the CensusBureau forecastsgenerally
outperformedthenaïvemodel.

CONCLUSION

Population forecasts produced by the Census
Bureau are used widely, informing researchers,
planners, legislators,andmany others,on the future
courseof population change. Becauseforecastsare
subjectto iitherent uncertainty,as they are basedon a
compilation of reasonable assumptions for the
componentsof population change,it is essentialto
educatecustomersas to the amount of uncertainty
within the forecasts for the population and the
componentsof population change. Throughoutthe
secondhalf of the century, the forecastsproducedby
the CensusBureauimprovedin accuracyas aresult of
severalfactors including improvementsin dataquality
and methodology. Nonetheless,this studyrevealsthat
forecastersfailedtoforeseeturningpointsin population
trends,resultingin erroneousforecasts,particularly for
fertility and net inunigration. In addition, with
exception of net immigration, the assumptions
formulatedby the Bureauwere often outperformedby
simpleassumptionsofconstancy.

Recentforecastsproducedin the 1990’sminimize
theinherentuncertaintyandprovideareliableproduct
for consumers. The forecast reliability is, in all
likelihood, the result of the stabilization of the
componentsofpopulationchange.

In order to reduceuncertaintyin future products,
further analysis is necessaryto understand the
uncertaintyin forecastingspecificcharacteristicsof the
population, such as the forecasts of the race and
Hispanic origin distribution and the age-specific
assumptions for the components of change.
Correspondingly, a detailed analysis comparing the
specific assumptionsmade between products may
strengthenthe understandingof the weaknessin the
chosenassumptions.
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Table 1. ErrorStatisOc,fortheForecastedAnnualC3rowthRatefortheTotalUSResIdentPop,delion:1947 to 1990

Pnøercents.O.W..r.,,.,,.•Iri.,..t

Fajecaat
Periods

mdMdual Scries (by Base Year) Muttipte
Series— — — — —~.-~- — -~- -~- -~—~- -j~ — — — — — — —

Foreyears
MPE(%) (31.17) (16.51) (14.09) (13.88) 0.52 12.93 12.91 (1.07) 13.37 (0.89) (20.76) (21.49) 3.88 (8.60) 1.93 1.62 (2.54) (3.76)
MAPE(%) 31.17 1952 14.09 13.58 1.98 14.00 12.91 14.16 20.10 4.09 20.76 21.49 3.89 9.88 2.51 7.62 3.30 15.04
M4APE(%) 30.39 18.05 15.41 13.21 2.65 13.19 862 16.66 21.01 3.34 19.86 25.06 3.39 5.43 3.11 9.66 4.16 9.20
RMSE 0.57 0.37 028 0.24 0.03 0.16 0.16 0.17 0.22 0.05 0.21 0.25 0.04 0.14 0.03 0.08 0.04 0.30
RMSE Naive 0.22 0.05 0.11 0.10 0.19 0.30 0.12 0.17 0.21 0.11 0.12 0.12 0.07 0.10 0.10 0.12 0.05 0.18

Tenysars .

MPE(%) (00.81) (15.62) (0.83) 13.53 20.11 29.83 7.14 21.80 3.41 (9.33) (8.66) (5.05) (17.53) 9.36
MAPE(%) 31.81 15.62 11.49 14.26 20.68 29.83 14.76 25.11 6.15 14.87 13.17 8.92 18.17 26.89
MdAPE (%) 39.33 15.41 12.18 5.61 16.26 26.89 15.38 27.24 3.22 17.61 7.84 4.98 23.69 23.66
RMSE 0.61 0.28 0.21 0.25 0.25 0.34 0.17 0.21 0.09 0.17 0.18 .0.13 021 0.37
RMSENaIve 0.05 0.11 0.25 0.42 0.33 0.16 0.13 0.19 0.10 0.12 0.10 0.08 0.10 0.30

FIfteenyearn .

MPE(%) (9.59) 2.54 26.56 31.40 35.61 15.33 31.93 10.93 (4.93) (9.10) (12.01) 23.94
MAPE(%) 12.88 16.76 27.86 31.78 35.61 20.41 34.17 12.76 11.88 12.50 14.59 3491
MdAPE(%) 14.25 14.08 25.17 31.58 41.27 11.07 32.18 8.51 10.30 7.37 17.94 31.25
RMSE 0.24 024 0.39 0.37 0.40 0.23 0.36 0.15 0.14 0.17 0,18 0.39
RMSE NaIve 0.30 0.45 0.54 0.38 0.15 0.12 0.22 0.13 0.10 0.09 0.07 0.38

Twentyyears
MPE(%) (6.77) 9.91 41.00 37.00 44.53 20.62 32.23 7.54 (9.85) (13.91) . 23.44
MAPE(%) 12.21 20.51 41.86 37.28 44.53 24.43 33.92 1246 15.06 16.46

• 37.78
MdAPE(%) 12.68 10.54 3924 38.82 46.99 20.15 32.85 10.24 11.61 22.06 28.66
RMSE 022 027 0.54 0.42 0.47 0.26 0.35 0.15 0.18 0.20 0.43

RMSE NaIve 0.39 0.54 0.63 0.39 0.18 0.11 0.24 0.12 0.11 0.09 0.46

Sou~c.:Puprtetim~.utlans Pregree.PupunteeOtadan.USCessu,8wu,cMay2000
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Table 2. Percent Errorfor the Total U.S. National Population Forecasted
Annual Growth Rates: 1947 to 1999

fln Dercents. Resident oooulationl

Base Year Percent Error (%) of Forecast Period
1st 5th 10th 15th 20th

1947 (12.69) (48.62)
1949 5.02 (35.80) (47.27>
1953 (6.23) (15.41) (14.25) 16.77 10.42
1955 (15.05) (9.20) 8.30 14.08 37.13
1957 0.82 2.79 47.76 64.34 83.74
1963 (2.83) 29.16 50.66 46.20 69.88
1966 6.41 4.66 56.71 61.34 66.69
1969 (16.66) 20.30 10.99 47.59 21.44
1970 (16.83) 27.47 23.66 52.31 10.83
1972 (8.51) 3.09 20.72 21.04 (15.75)
1974 (26.49) (18.09) 14.58 (5.08) (26.08)
1976 (25.06) . (6.01) 2.23 (24.00)~ (29.87)
1982 2.25 3.39 (24.95) (31.25)
1986 3.21 (22.31) (27.44)
1991 0.01 3.11
1992 4.94 1.94
1994 1.37 (4.35)

Source: PopulationProjectionsProgram. PopulationDivision,US CensusBureau:May 2000
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Table 3. Error Statisticsfor theForecastedNumberof Births for theTotal US ResidentPopulation: 1963 to 1999.

lP~id~nf nnn~,I~tin,.1

Forecast Period
Individual Series (By Base Year) M I I

U tip.
Series

1963 1966 1969 1970 1972 1974 1976 1982 1986 1991 1992 1994

Five years
MPE(%)

MAPE (%)
MdAPE(%)

RMSE

RMSE Naive

13.07

13.07

14.77

539,939

465,722

17.07

17.07

16.17

642,354

84,814

16.17

16.88

19.26

643,254

352,048

34.98

34.98

39.24

1.189,153

513,132

19.74

19.74

21.55

648,612

100,102

8.46

8.46

8.11

294,905

184,225

2.46

3.06

2.37

121,608

337,241

2.42

2.42

2.62

92,489

78,290

(8.34)

8.34

10.24

357,445

261,370

0.19

0.49

0.50

22,365

162,579

2.58

2.58

2.59

102,095

147.085

0.08

0.92

0.95

36,616

49,386

11.97

15.39

9.42

702,241

346,913

Ten years

MPE(%)

MAPE(%)

MdAPE(%)

RMSE

RMSE Naive

25.16

25.18

22.36

1,010,112

603,648

36.14

36.14

34.55

1,327,378

338,150

25.46

25.82

31.53

928,437

356,068

44.55

44.55

51.18

1,544,270

453,133

22.07

22.07

23.57

764,552

235,180

10.29

10.29

11.06

377,793

367,932

4.91

5.21

5.93

212,161

447.414

(1.47)

3.89

3.04

184,829

278.243

(9.32)

9.32

10.11

381,507

204,582

26.02
30.10

23.39

1,235,627

495,133

FIfteen years

MPE(%)

MAPE (%)
MdAPE(%)

RMSE

RMSE Naive

38.79

38.79

32.85

1,482,111

724,413

43.99

43.99

55.81

1,615.241

301,234

28.48

28.72

33.42

1,051,433

291.243

47.18

47.18

52.18

1,681,661

372,748

22.46

22.46

23.07

800,827

333,905

9.41

9.41

10.62

360,159

506,295

3.08

4.74

4.86

197,810

610.719

(3.46)

5.08

6.88

226,634

268.718

27.46
30.77

28.19
1,392.168

577,276

Twentyyears
MPE(%)
MAPE(%)

MdAPE(%)

RMSE

RMSENaive

44.27
44.27

59.13

1,687,995

681,960

47.80

47.80

57.82

1,777,148

263,679

29.38

29.56

33.43

1,100,525

281.477

19.23

19.23

22.27

722.383

494,923

6.39

7.73

8.62

316,578

627,855

1.15

4.71

4.78

194,288

662.059

24.51

27.07

17.05

1,370,479

610,775

The forecasted RMSE and Naive RMSE era expressed as thenumber of births.

Source: Population ProjectionsProgram, PopulationDivision, US Census Bureau: May2000
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Table4. ErrorStatisticsfor theForecastedNumberof Deathsfor theTotalUS ResidentPopulation:1963 to 1999.

naaiuuri~tJUIJUd.’~~J

Forecast Period
Individual Series (By Base Year)

——

1963 1966 1969 1970 1972 1974 1976 1982 1986 1991 1992 1994

Mult’ Ic
~‘Series

Fiveyesra
MPE(%)

MAPE (%)
MdAPE (%)
RMSE

RMSE Naive

2.35

2.35

2.65

47,814

36,485

3.40

3.40

3.79

73.1 16
37,336

4.01

4.01

3.45

85,993
53,168

7.60

7.60

5.91

155.663
74.715

7.85

7.85

9.45

164.774
110.314

10.51

10.51

10.74

202,725

46,502

6.43

5.43

4.56

107,745

19,597

(0.91)

0.91

1.12

21,869

47,199

0.75

1.25

1.26

29,102

35,190

(0.24)

0.93

0.90

23,844

40,627

(3.78)

3.78

4.30

90,270

53,298

1.17

1.29

1.67

34,328

24,018

4.51

5.05

3.55

128,743

78,293

Tenyears

MPE(%)

MAPE(%)
MdAPE(%)

RMSE

RMSE Naive

3.57

3.57
3.35

75,907

61,657

6.38

6.38
5.34

144,696

114.019

8.55
8.55

9.40

187,922

146,035

11.07

11.07

12.71

227,281

149,290

10.48

10.46

11.63

215,685

145.267

10.96

10.96

11.25

216,213

47,106

6.40

8.40

6.82

131.063

22,778

(0.45)

0.96

0.91

24,133

46,768

(0.13)

1.13

1.21

27,557

30,085

9.20

8.73

10.96

200,461
150,582

FIfteen years
MPE(%)

MAPE(%)

MdAPE(%)

RMSE

RMSE Nstve

6.78

6.78

5.14

159,959

161,501

9.27

9.27

9.35

206,115

195,258

10.35

10.35

12.21

222,970

183,813

12.51

12.51

13.72

258,269

192,889

11.14

11.14

11.98

231,206

157,270

10.72

10.72

10.74

216,818

40,718

7.11

7.11

7.00

151,764

27,397

(0.77)

1.11

1.29

28,141

64,817

11.36

10.97

12.36
241,556

217.786

Twenty years
MPE(%)

MAPE (%)
MdAPE(%)

RMSE

RMSE Naive

8.94

8.94

7.70

205,967

233,990

10.61

10.61

13.38

232,965

252,523

10.99

10.99

12.78

236.868

205,619

11.60

11.60

12.11

244,999

172,701

10.94

10.94

10.89

227,585

41,704

7.59

7.59

7.55

166,826

42,064

12.72

12.18

13.15

265.525

278,889

Source: Population Projections Program,Population Dofsion, USCensss Bareaa: May 2000
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Table 5. ErrorStatisticsfor theForecastedNumber ofNet Immigrants for the Total USResident Population: 1963 to 1999.

ForecastPetter’
Individual Series (By Base Year) Multiple

Series
1963 1966 1969 1970 1972 1974 1976 1982 1956 1991 1992 1994

FIve years
MPE(%) (22.23) (10.07) (7.14) (7.47) (9.03) (22.41) (35.22) (28.52) (21.59) (1.58) (1,04) (8.38) (20.79)

MAPE(%) 22.23 10.27 7.96 8.29 9.84 22.41 35.22 28.52 24.01 6.02 5.48 8.38 21.13
MdAPE(%) 24.62 11.70 2.04 2.04 6.76 23.81 35.06 30.61 17.84 6.09 6.09 4.61 19.35
RMSE 102,218 63,204 58,445 62,782 65,542 142,743 271,040 184,491 276,493 70,267 59,906 92,414 189,197
RMSE Naive 54,944 41,180 49,723 91,459 64,866 149,788 245,622 49,605 210,064 91,180 128.113 100,299 145,237

Tenyears
MPE(%) (27.33) (8.09) (14.77) (17.82) (23.91) (30.40) (35.13) (33.69) (31.24) (36.53)
MAPE(%) 27.33 8.59 15.18 18.23 24.32 30.40 35.13 33.69 32.45 36.53

MdAPE(%) 26.91 5.07 14.25 14.25 27.66 32.28 33.92 31.98 38.53 35.06

RMSE 130,256 60,460 109,067 174,352 205,406 222,383 246,596 293,748 329,232 321,813
RMSE Naive 78,158 48,212 76,830 132,608 204,651 229,378 219,918 183,427 222,725 244,045

Fifteen years
MPE(%) (30.30) (17.13) (22.65) (23.73) (20.10) (33.68) (37.28) (38.92) (44.64)
MAPE(%) 30.30 17.47 22.92 24.00 28.37 33.68 37.28 38.92 44.64
MdAPE(%) 30.07 13.61 23.81 31.51 32.45 35.06 38.32 36.80 42.91

RMSE 153,830 164,087 184,684 193,284 215,297 239,604 280,327 352,272 357,351

RMSE Naive 101,711 134,951 148,298 127,309 214,459 246,936 254,173 230,613 304,553

Twentyyears
MPE(%) (36.28) (21.61) (27.04) (32.48) (37.77) (41.77) (50.16)
MAPE(%) 36.28 21.86 27.25 32.69 37,77 41.77 50.16

MdAPE (II.) 34.64 22.99 32.28 33.92 38.91 39.74 50.00

RMSE 231,952 179,534 209,551 279,621 313,470 349,784 423,619
RMSENaive 183,119 143,108 168,448 278,807 320.495 323,787 400,816

Susrex Population FmjeofsnaProgwn, Popuativn Div’uion, USCensus Bu,oav May2000
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EVALUATION AND OPTIMIZATION OF POPULATIONPROJECTIONSUSiNGLOSS
FUNCTIONS

CharlesD. Coleman
PopulationDivision
U.S. CensusBureau

Washington,DC20233-8800
Email: ccoleman(~census.gov

L Introduction
Loss functionsareuseful for the evaluationof

populationprojections. (Coleman,2000aandBryan,
1999)Theycanincorporatetrade-offsbetweennumerical
andpercentagechangesandcompareareasof differing
sizeson thesamebasis. Thispaperbriefly discussesloss
functions,thenproceedsto the problemof developing
pointpopulationprojectionswhichminimizethe expected
total lossof setof populationprojectionsfor a givenset
of areasat a single point in time, provided that a
subjectiveprobability distributionfunctionof the future
populationscanbe constructed. Theseprojectionsare
basedon Knightian risk, in that the probabilities are
quantifiable. Knightian uncertainty enters into this
problem, when thereis residualuncertaintyaboutthe
subjective probabilities or there exist events whose
probabilitiescannotbedeterminedor whosepossibilities
maynotevenbeknown beforehand.

Section 2 briefly introducesthe use of loss
functions to measurethe accuracyof cross-sectional
projections. This Section begins by assuming the
presenceof an impartial decision-maker who has
preferencesoveroutcomes.Sincethisdecision-makeris
unlikely to exist, Webster’s rule is proposed, as it
possessesseveraldesirableproperties.(Coleman,2000c)

Section3 appliesthetechniquesof Section2 to
finding theexpectedtotalloss associatedwith aparticular
set of cross-sectionalpopulation projections. The
expectation is taken with respect to a subjective
probabilitydistribution. Thegeneralform is given,but
notsolveddueto its intractability. A single-areaexample
is usedto demonstratethe technique. In orderto obtain
a solution, some constraintshave to be appliedto the
probabilitydistributionfunction.

Section4 considerstheproblemof Knightian
uncertainty:theexistenceof eventswhoseprobabilities
cannotbe ascertainedbeforehandor which are even
unknownto theprojector. The conceptsof nonadditive
utility anduncertaintyaversionare introducedandused
to motivatethesolutionof theproblem. Theirpresence
affectsthesolution. The single-areaexampleof Section
3 is usedasthebasisof anumericalexample.

Section5 concludesthis paper.

2. LossFunctions
Loss functionsmeasurethe “badness”of the

departureof a projectionfromits actualvalue. Thetotal
lossfunctionfor a setof projectionsis

4=~L(P,;A~)ss~.e(c,,A,) (1)

wherei indexesthe n areasprojected,P1 andA1 arethe
projectedandactualpopulationsfor areai, ; = 1P — A11 is
theabsolutevalueof theprojectionerror,andLandP are
theindividual loss functions. In all cases,P1 andA1 are
assumedpositive. 4 is takento be additivein order to
satisfy thevon Neumann-Morgensternexpectedutility
axioms. (Coleman, 2000a and 2000b) A total loss
functionwhich satisfiesthevon Neumann-Morgenstem
axiomshastheuseful,if clumsilystatedin this context,
propertythatthe loss associatedwith agambleis equalto
theprobability-weightedsumof thelosses.’

The individual loss, functions are built by
assuming an impartial decision-maker who has
preferencesoveroutcomes.Theassumptionsneededto
createthesefunctionsaresummarizedbelow. Fora fuller
explanation, see Coleman (2000a). Subscriptsare
dropped,as theyarenotneeded.

Assumption1 (symmetry):L(A + a; A) = L(A - a; A) for
all A > 0.

Assumption 2 (monotonicity in error): 13~/ac> 0 for
aIla>0.

Assumption 3 (monotonicity in actual value):
~/aA<0 forallA>0.

Assumption1 is verystrong,as it implies that
the decision-makeris indifferent betweenpositive and
negativeerrors.Assumption2 simply statesthat smaller
errorsarepreferredto larger ones. Assumption3 states
that anerrorof agivenmagnitudein a smallareais worse
than the sameerror in a largearea. This canbe best
understoodusinganexample. Supposetheerror is 500.
This is a seriouserrorwhenthetrue valueis 1,000,but
almosta roundingerrorwhenthe truevalueis 1,000,000.

The simplest loss functions that satisfy
Assumptions1—3 are:

L(P,A)=~P_AjA~A~ , (2a)

‘SeevonNeumannandMorgenstem(1944)for astatement
of the axioms and theproof of this statementin termsof expected
utility. Markowitz(1959,chap. 10)hasanamendedversion of thevon
Neumann-Morgensternaxioms.
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and Scenarios.

E4= J~L(I~,A,)dF
A 1~I

£(a,A)= gP~~ (2b)
wherea,p >0andq<0.

Finally, several mathematicaland statistical
reasonsexist to explainwhy absolutepercentageerrors
decreasein the size of the area. To handlethis, we
assumeProperty1:

3. The ExpectedTotal LossFunction
Assumethatthejoint subjective(Savage,1954)

distributionoftheactualvaluesis givenby theLebesgue-
measurableprobability density function dF(AI,...,A6).
That is, the subjectiveprobabilitiesassociatedwith the
actualvaluesobeythecustomarylawsofprobability. We

Property 1: Thelossfunctiondefinedby equations(2a)
and(2b) increasesinA for anygivenabsolutepercentage
error. This is assuredwheneverq> —p, or,equivalently,
p+ q > 0.

thus are dealingwith “risk” in Knight’s (1921)sense,in
that the uncertainties are quantifiable. They are
subjectivein that they exist only in the mind of the
projector. Thefuture is unknowable,buttheprojector
canmakeanestimateof dF. Thisestimateitself isbased

,

2,1 Example of Evaluating Population Projections
UsingLoss Functions
Lossfunctionscanproduceentirely different and

more meaningfulresultsthan commonerror measures
such as the meanabsolutepercentageerror

on a von Neumann-Morgenstemutility function on
lotterieson all real n-tuples~A,,...,A5).~Anscombeand
Aumann, 1963) The subjective expectedtotal loss
associatedwith apoint forecastis theLebesgue-Stieltjes
integral

Table 1 at theendofthis articleshowsthe truevaluesof
six areaS,A~,i = 1,...,6, and threesets (Scenarios)of

(3)

absoluteerrors(a~),alongwith thecorrespondingabsolute
percentageerrors(APEs)andWebster’sRulelossfunction
values(L,). Thebottomrowshowsthemeansof thelast
two variables. These are simply MAPE and 4/n,
respectively. Webster’sRule setsp = 2 andq = —1.
(Spencer,1985) It is motivatedby taking theview that
projectionsareanalogousto apportionments.(Coleman,
2000c) BalinskiandYoung(1982)foundthatWebster’s
Rulebestsatifiesa largenumberof fairnesscriteria.

whereA is thesetof all realn-tuples(A,,...,4j.2

The objectiveof projectionoptimizationis to
chooseapointprojectionP = (P,,...,P5)to minimizeEl,
givendF.3 Thispaperdoesa simpleoneareaexampleto
illustrate theproblem.

Assumethata projectionis madefor oneareaat
onepointin time. Further,assumethatWebster’sRuleis
usedfor the lossfunction. Then,theproblemis to choose
p* to minimize

ThethreeScenariosareusedtocomparetheresults
ofanevaluationusinga lossfunctionto thoseobtainedby
usingMAPE. Scenario1 is thebaselinescenariowith
APE, 2 andI/n 11.08. in Scenario2,APE, isreduced
to 1 for i � 5, but APE6 increasesto 10. That is, all but
thesmallestareashavetheir APEshalved,butthevery

.i

EL(P,A) = J(P— A)2K’dF(A)
A (4)

~-

= f(A1p2 —2AP+A)dF(A)
.~

smallestarea’sAPE increasesby a factor of 5. MAPE
increasesto 2.5,but4/n falls to 2.9. Thus,MAPE ranks
Scenario2 as being less accuratethan scenario1, even
thoughthe individual errorsare smallerexceptfor the

whereA and A aretheboundsof thesupportof dF(A).
To simplify matters,assumethatdF(A) =J(A)dA hasa
triangulardistributionwith modeA*, A� X � A:

,

verysmallestarea.On the otherhand,the lossfunction
takes into accountthe size of the smallestarea and
discountsits accuracylossandconsidersScenario2 to be
moreaccurate.In Sôenario3, APE1falls by 15%to 1.7 for
2 � I � 5, rise by 50% to 3 in the largestarea,and is
unchangedin the smallestarea. MAPE falls slightly to

,

2
For all infeasibleA, cIF= 0. Theseincludeall vectorswith

1.97, but I/n rises to 18.19. Thus, MAPE considers atleastoneimpermissibleprojectionvalue,suchasanegative.

Scenario3 to be superiorto Scenario1, asa resultofthe
generalreductionin theAPE,,in spiteofthemajorlossin
accuracyin the largestarea.The loss function,on the
otherhand,putsa largeweight on the accuracyloss in

3
Minimizing expectedloss is equivalent to maximizing

expectedutility. (Coleman,2000b)Thisdoesnot leadto acircularity,
asdifferentutility functions areinvolved. Thefirst utility functionis
applied to lotteries to obtain subjective probabilities. When the

area1 andincreasesitserrormeasurerelativeto Scenario probabilitiesareobjective,say,astheoutcomesofspinsoffair roulette

1. Thus,the loss functionputsincreasingweighton an
errorasthesizeoftheareaincreases.Puttingall ofthese
together,we find thatMAPE andtheWebster’sRuleloss

wheels,thederivedsubjectiveprobabilitiesareidenticalto theobjective
ones. (Anscombeand Aumann, 1963, p. 203) The secondutility

~1. ~ ~ t& oiitaoma~

(Coleman,2000a)or on othernormativecriteria (Coleman,2000c),
function produce exactly opposite~rankings of the whichleadto Webster’sRule,usedthroughoutthe restof this article.
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The optimizationproblemnow consistsof substituting
J(A)dA from equation(5) for dF(A) in equation(4) and
fmding theminimizingP*.

Theoptimal~* satisfiestheequation

- (A~A)(A~A”)(A”-A)
— AA”(logA” —logA) (6)

2 +AA’(logA—logA”)

+AA(log A — log A)

Notethat this is nota simplestatistic,suchasa meanor
median. Its form exemplifiesa generalrule: ~* is, in
general,a function of both the loss function and the
underlyingsubjectiveprobabilitydistributionfunction.

4. Knightian Uncertainty
Section3 assumedthatthesubjectiveprobability

density function dF was quantifiable. Since dF is
subjective,theremayremainresidualuncertaintyabout
its form. Moreover,dFdoesnottakeinto accountevents
whoseprobabilitiesareunknown. Theseeventsinclude
thosewhichcannotbeforeseenaltogether.Knight (1921)
referredtothis typeofuncertaintyas“uncertainty” itself.
This now is frequentlycalled “Knightian uncertainty.”
The upshotof thetreatmentandexampleusedhereinis
that thepresenceof any Knightianuncertaintychanges
theloss-minimizingpointprojection.

Severalmethodsexist for handlingKnightian
uncertainty, of varying usefulness for different
applications. (Walley, 1999)The methodusedin this
paper is Choquetcapacities,which give rise to the
Choquetintegral. (Choquet,1953)At theheartof this
methodis theconceptofnonadditiveprobability. Thatis,
giventwo eventsXandY,
Pr(X)+Pr(Y)�Pr(XUY)+Pr(XflY). (7)

This is in contrastto the usualconceptof Lebesgue-
measurableprobability, in whichtheinequality in (7) is
replacedby an equality. It shouldbe noted that the
probabilityof theentire eventspaceremains1. For any
given eventX and probability density function dF,
uncertaintyaversioncanbedefmedby
c(dF,X)= l—Pr(X)—Pr(X’~) (8)
whereX is the complementof X in the eventspace.

“This numbermeasurestheamountofprobability ‘lost’ by
the presenceof uncertainty aversion.“‘ The “lost”
probabilityreflectsboth the projector’signoranceover
futureeventsandhisaversionto bearinguncertainty.5

Thesimplestassumptionis constantuncertainty
(5) aversion.6 Letting c be the uncertaintyaversion, the

correspondingChoquetcapacityis dF,, = (1 - c) dF.
UsingtheChoquetintegral, DowandWerlang(1992,p.
202) show that E11, the expectedtotal loss which

incorporatesuncertaintyaversionc, is givenby7

E~4= csupAI +(l — c)E4. (9)
Thecasec=0correspondsto completecertaintyoverdF
andreducesE,~4to El. When c = 1, the projectorhas
completeuncertaintyaversionandsetshisexpectedloss
to be the maximumpossible. In essence,his expected
lossis hisworst-casescenario.Thisscenariowill beon
the boundaryof A. He will choosea point estimate
whichminimizeshismaximumtotal loss. Thatis, hewill
exhibitmaximinbehavior.8 Thispointis furtherexplored
in Subsection4.1. Intermediatevalues reflect the
projector’spossessionof incompleteinformationabout
thefuture. hi this case,El is aweightedcombinationof

El andthe worst-caseloss. Thus,the loss-minimizing
projectionis intermediatebetweenthe two polar cases
and is studied in Subsection4.2.

4.1 Maximin Behavior
This is bestexemplifiedby aoneareaproblem.

Usingthenotationof Section3, whenc= 1, thechoice
problembecomesto chooseP” to minimize

max~A~]~L(P*,A),L(P*, A)]. (10)

Given aloss function which obeysAssumption 1, P’~’
solves
L(P*,A) = L(P*,A). (11)

5SeeSchmeidler(1989, p. 582) for a formal definition of
uncertaintyaversion.

6Constantuncertaintyaversionis a convenientassumption,
butisnotnecessarilysatisfiedin reality.

7
1n terms of Dow and Werlang (1995), this is really

—~(-4Thedifferenceis thatDowandWerlang,(1995)Example4.7,
is concernedwith maximization, while this problem is one of
minimization.

f(A)=

2(A-A) A�A�A*
(A*_4)(A_~)

2(A-A) A*�A�A
(A- A*)(A_~)

0 otherwise.

4DowandWerlang(1992,p.200).

‘Strictly speaking,theprojectorexhibitsminimax behavior
with regardto expectedtotal loss. However,per footnote2, this is
equivalentto maximizingminimumutility. Thus,it is appropriateto
speakof the “maximin’ rule. This rulewasfirst proposedby Wald
(1950)for decision-makingin thepresenceof completeuncertainty.
Ellsberg(1961)andRawls(1971)subsequentlyproposedthis rule for
completeuncertaintyin lotteriesandthe“initial position” ofthewealth
distributionofasociety,respectively.
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This equationresultsbecauseboth4 and A areworst-
casescenarios.Divergencefrom equalityincreasesthe
loss with regardto oneof4, A; therebyincreasingthe
maximumloss. For Webster’sRule, equation(10) is
solvedby thegeometricmeanof4 and A. That is,

(12)

This canbegeneralizedto n areas.

4.2IntermediateUncertaintyAversion
This is best illustrated using the one area

exampleof Section3. Using Webster’sRule for L, the
optimization problem is to chooseP’1’ to minimize
equation(9), given the EL of equation(4) and the
probability density functionfiA) of equation(5). This
problemrequiresagrid searchovervaluesof P until the
expectedloss-minimizing~* isfound. Figuresla and2a
showthe highly skewedf(A)usedto obtainthe~* and
E~IshowninFigureslb and2b,respectively.Problem
(9) is solved for values of c ranging from 0 to 1 in
increments of .1, as shown on the horizontalaxes of
Figures lb and 2b. c 0 is theno uncertaintyaversion
casesolvedin Section3. Whenc = 1, solution (12) is
obtained.

In bothFigureslaand2a, A =10 andA = 30.

A* = 11 and 29 in Figures la and 2a, respectively.
Figures lb and 2b show rapid convergenceof P’~to
173 ~ = asc increases.In both cases,ELI
increasesinc. This is to beexpected,asP~convergesto
the maximin solution, which produces the greatest
expectedloss. The faster convergenceto the maximin
solution in Figure lb appearsto be becauseits ~* when
c = 0 is closerto themaxiniinsolutionthanthatofFigure
2b.

Figures lb and2bbothshowthatE~risesin c.
The maximin solution representsthe worst possible
outcome,while theno uncertaintysolutionis ableto use
the subjective probability distribution to minimize
expected loss. Intermediate values of c represent
tradeoffsbetweenthetwo. As c rises,~* departsfrom
theno uncertaintysolution, therebyraisingEl. At the
sametime, greaterweightisplacedonthemaximumloss.
TheseeffectstogetherexplaintherisingEl.
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5. Conclusion
This paper has consideredthe problem of

creating point projections of population in order to
minimize their expectedtotal loss, given a subjective
probability density function. The projection actually
madeis, in general,a functionof boththeloss function
andthe underlyingsubjectiveprobabilities. Knightian
uncertaintyexistswhenthereis residualuncertaintyabout
the formofthe subjectiveprobability density functionor
when there exist events whose probabilities are
unquantifiableorwhichmay simplybeunforseeable.A
simple, constantuncertaintyaversionmodel hasbeen
createdfor this case. If the projector has complete
uncertaintyaversion,hewill selectthemaxiniinsolution
to minimizehis maximum possible loss. Intermediate

cases of uncertainty aversion result in projections
intermediatebetweenthezerouncertaintyaversioncase
and the maximin solution. Expected loss rises in
uncertaintyaversion.

Althoughthis paperiswritten in termsof cross-
sectionalpopulationprojections,its resultsareapplicable
to all mannerof cross-sectionalforecastswhenthedata
are positive. The basic ideasremain the same. The
methodologycanbe generalizedto nonpositivedata.9
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1 100,000 2,000 2 40.00 1,000 1.0 10.0 3,000 3.00 90.00
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I. Introduction

It has been a long history of preparing household
projectionsin theU.S. CensusBureau.A new seriesof
householdprojectionsis scheduledto releaselater this
year. The purposeof this paper is to report Census
Bureau’s householdprojectionsand the methodology
usedin the currenthouseholdprojectionsfrom 1999 to
2025. Sincefuturehouseholdsdependon sizeof future
populationanditscomposition,this paperalso discusses
the effects of demographic trends and population
projectionson theresultsof householdprojections.

Householdand family arethebasicsocial and
economicunits of a society. A “household’is a person
or group of peoplewho occupya housingunit. The
householderis usually the personin whosenamethe
housingunit is ownedor rented. Householdscan be
classifiedinto two groups- family householdsandnon-
family households.A”family” ismakeupoftwo ormore
people living together who are related by blood,
marriage,or adoption,andoneof themis designatedas
thehouseholder.Familyhouseholdscanbeclassifiedinto
severaltypes basedon marital statusandpresenceof
children - marriedcouplefamily or otherfamilieswith a
femaleor malehouseholderwith no spousepresent.In
non-family households,people may live alone as a
householder or with someone unrelated to the
householderasin family households.

Theprojectednumberof families in this paper
refers to the numberof family households.Within a
family household,theremaybeoneor morefamilies as

subfamilywithoutownhousehold.Duetothelimitation
of methodologyto projecthouseholdsbasedon marital
statusandhouseholderrates,thecurrentprojectionsonly
project the number of family householdsby type.
Therefore,thefamily usedin thepaperrefersto family
household.

Householdsand families provide the basic
settings for living arrangementsof population in a
society. Publicandprivateorganizationsusehousehold
andfamily statisticsfor policy andprogramdevelopment
andimplementation.The projectionsof thenumberand
typesof householdsandfamilies intothe futureprovide
the irifonnation for such policy and program
development.

II. History of householdprojections

TheU.S.CensusBureauhasalonghistoryofpreparing
the householdprojections to meet these needs(See
Appendix I). The earliest date the Census Bureau
producedhouseholdprojectionscanbe tracedback to
1943, when Paul Glick first estimatedand projected
householdsbetween1940 and1960. After revising the
projectionsin 1946,he andotherdemographersin the
CensusBureaudid threeprojectionsin theSOs, andone
in 1963 - projectingthe numberof householdsto year
1980.

Then Grymes and Parke took over the
householdprojectionsin 1967. Theyalsoproducedthe
householdprojectionsfor statesin 1968.That is theonly
time the Census Bureau released state household
projectionsandwashopingto generatethe interestof
producingstatehouseholdprojections.

Since then, Grymeshadbeeninvolved in the
householdprojectionsactivitiesfor two decades.During
this periodof time,JacobS. Seigel,ArthurJNorton and
Donald J. Hernandezwere also get involved. They
updatedthreetimesin the60s,threetimesin the70s,and
onceinthe80swithlastprojectionsin 1986. After 1986,
no one updatedthe projections until 10 years later.
Jennifer Day preparedthe last version of household
projectionsin 1996. Fouryearslaterin thebeginningof
thenew millennium, we arenow finishing anew set of
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projectionsto bereleasedlater in 2000.

The procedures and steps to prepare the
household projections have been changed slightly
overtimesinceGlick initiated theprogram.In everynew

series, the marital statusand householderrates were
projected in different ways or new breakdownof
householdtypes andagegroupswereadded.Themost
dramaticchangeof themethodsto preparehousehold
projectionswas in 1975whenGrymesbeganto uselog
transformationofhouseholderratesto projectthenumber
of householdsandfamilies.

III. Current householdprojections

The currentprojectionsprojectthenumberandtypeof
householdsand families from 1999 to 2025. These
projections are consistentwith the 1990 census, as
enumerated. They arenot comparablewith any post-
1990 estimates of households from the Current
PopulationSurvey (CPS),which havebeenadjustedto
include thenet censusundercountof approximately4
million people.

The currenthouseholdprojectionsincludethe
numbers and types of householdsand families, the
averagesizeof householdsandfamilies,maritalstatusof
thepopulation,andthenumberoffamilieswith children
under 18 as preparedin previous projections(Day,
1996). In addition,the currentprojectionsinclude the
numberof householdswith adult children and living
arrangementsof people65 andover.

As inpreviousseriesofprojections,thecurrent
version of householdprojections include five basic
householdtypesbetween1999and2025.

o Family households
1. Marriedcouplefamily households
2. Malehouseholderfamily households

with no spousepresent
3. Female householder family

householdswithno spousepresent

o Non-familyhouseholds
4. Malehouseholder
5. Femalehouseholder

In thesebasichouseholdtypes,additionalsubcategories
are alsogiven. -

o Familyhouseholds
1. With children under18
2. Withnochiidrenunderl8
3. With adultchildren 18 andover

o Non-family households
1. Living alone

2. Living withotherunrelatedindividuals

Theageandsexofhouseholdersby typesofhouseholds
andfamiliesarealsoincludedin theprojections.

The list of householdandfamily typesabove
representstwo importantvariablesof the population -

marital statusandhouseholderrates. Therefore, the
major task of householdprojectionsis focusedon the
assumptionsand projections of marital status and
householderratesin thefuture.Themethodologyusedto
createcurrentprojectionsissimilarto thelog-lineartrend
modeling of marital statusandhouseholderratesfirst
usedin 1975by Gremyer(P25-607)andadoptedin later
versionsof thehouseholdprojections.

IV. Methodology

Thenumberof householdsandfamilies is afunctionof
a population and its composition. The first step of
projectingthe numberof householdsis to project the
populationorderiveasetofpopulationprojectionsfrom
theexistingsource. Thesecondstepis to projectfuture
marital andhouseholderratesby type of households.
Thenthe projectedmarital and householderrates are
applied to the population projectionsto derive the
projected numberof householdsand families. The
middleseriesofmostrecentU.S.populationprojections
to year2100wereused(U.S. CensusBureau,Working
PaperNo. 38,January,2000).

(a). Marital statusproportions and householder
rates

Marital status and householderrates were
computedfrom the 1990 censusand 1959-1998CPS
data. Theproportionsofnevermarriedandevermarried
householdpopulationwerecalculatedby sex(maleand
female)andup to 12 agegroups(15-17, 18-19,20-24,
25-29,30-34,35-44,45-54,55-59,60-64,65-74,75-84,
and85+) fortheCPStimeseriesdata. Themarital status
and householderrates by race/origin (non-Hispanic
White, non-HispanicBlack, non-HispanicAmerican

34



Indianor AlaskaNative, non-HispanicAsianor Pacific
Islander,andHispanicofanyrace)fromthe1990census
arealsoused. Theproportionsof evermarriedpersons
who weremarried,spousepresent,were calculatedfor
the sameage,sex,race,andHispanicorigingroups.A
list of marital and householderrates used in the
projectionsis shown in Appendix I.

(b). Projection of marital status and householder
rates

The projections of marital status and
householderrateswerebasedontimeseriesdatafromthe
CPS(CurrentPopulationSurveys). The marital status
(nevermarried,marriedwithspousepresent,andmarried
maleswith own households)by ageand sex were
projected27 yearsto the year2025 basedon thedata
between1959and1998.Thehouseholderratesto derive
householdtypes(family households,families with no
spousepresent,andnon-familyhouseholds)by ageand
sex of householderswerebasedon the CPSdatafrom
1969to 1998.Thechoiceof 1959or 1969asthestarting
pointsofthetimeserieswasbasedonwhich showedthe
smoothest and most consistent trends. Outliers and
proportionsof zeroor onewereomitted from thetime
seriesfor projectionsof rates. The CPSdatarequired
severalmodificationsin order to preservea consistent
seriesof householderrates(CurrentPopulationReports,
P25-986).

(1). Logistic transformationof marital statusand
householderrates

As in earlierhouseholdprojectionseries(P25-
805),theaverageannualchangesin theCPStimeseries
data wereusedto createthe future marital statusand
householderproportionsfor theyear2025. Themarital
statusandhouseholderratesfrom theCPSdatawerelog
transformedin order to better approximatenormal
distributions. Where x8 is a proportion in year t, the
transformedvalue,Yt, is:

y~= 1og(x~1(1 - x,))

In addition, the natural log of proportions,
log(x~)wastakenbefore the regressionto preventthe
projectedproportionsfromgoingbelowzero.Thenatural
log of proportions,logarithmoneminustheproportion,
log(1 -x,)wastakentopreventprojectedproportionsfrom
going above one. The two factors are combined,
log(x,/(1-x8)), to preventprojectedproportions from

goingbelow 0 or aboveI (Bell, Bozik, McKenzie, and
Shulman,1986).

(2). Projectionof transformedratesto year2025

Thelinear leastsquaresof the log transformed
1959-1998or 1969-1998marital statusandhousehold
ratesareusedto estimatethe annualchangeof rates,
which wereappliedto the 1998startingpoints,by age,
sex,race,andorigin,andwereprojected27 yearsinto the
futureasthefollowing formula.

y(t:2o25)= Y(t: 1998) + LNEST(y: 1959-1998)*27

(3). Inversetransformationofprojectedvalue

Theprojectedvaluesof Yt wereusedto forecast
thevaluesofx1 in 2025with the inversetransformation
asfollows:

x, = exp(yt)/(1+exp(yj)

(4). Linear interpolationof projectedratesbetween

1998 and 2025
The householderratesfor the yearsbetween

1998 and2025 werelinearly interpolatedto generatea
smoothline.

x8 = X,(
1998

) + (xt(2029) — Xt(1998))* (n/27)

Where,n is thenumberof yearsfrom 1998.

(C). Threeseriesof projections of marital statusand
householderrates

Threeseriesof projectionswerepreparedbasedon the
different assumptionsof future marital status and
householderrates.

Series1, Adjusted Trend Projections:

Series1 is initially basedonalog-linearextrapolationof
changesof marital statusandhouseholderratesderived
fromtheCurrentPopulationSurvey(CPS)from 1959to
1998 or 1969 to 1998. Thentheseextrapolatedrates
were adjusted to reflect the assumption that the
demographicchangesaffecting householdand family
formationwould slowduring theprojectionperiod.

Various demographic factors influence the
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numberandtypesof households.Ageat first marriage
influences the proportion of people never married.
Increasedageat first marriagecanleadto anincreasein
theproportionof youngerpersonsin non-family living
arrangements,eitherlivingaloneorwithroommates,and
canreducetheproportionofpersonsmaintainingfamily
households. Divorces can influence household
compositionby leadingto increasesin adultsforming
theirown households,family householdswithnospouse
and non-family households, thereby reducing the
proportion maintaining married couple households.
Nonmarital childbearingincreasesthe proportion of
family householdswith children.

Many of the demographicfactors described
abovechangeddramaticallyduringthe I 970sand1980s.
Morerecently,someofthesedemographicchangeshave
slowed and, in some cases,reversedthemselves’.
Therefore,it is assumedthatageat first marriage will
continueto rise,butat a slowerpacein the future. The
divorceratedeclinedslightly after1979. Thelevelingof
divorce also moderateschange in the proportion of
people with children but no spouse in the home,
especially for women. The proportion of men
maintainingfamilies without spousespresenthasbeen
increasingandwill continueto increase.

As with the previous householdprojections
(Current Population Reports, P25-1129), some
adjustmentsof projectedmarital andhouseholderrates
were madebefore the projectionsof householdsand
families.Theprojectedchangesofproportionsofpersons
who are nevermarriedbetween1998 and2025 were
reducedby 3/4 formalesandfemalesofall ages.The27
yeardeclinein theproportionof malesandfemaleswho
are married,spousepresentwasreducedby 2/3 for all
ages. Finally, theprojectedchangesbetween1998 and
2025 in the proportions of male and female family
householderswith no spousespresentand male and
femalenon-familyhouseholderswerereducedby 2/3for
all ages.

Series2: Historical TrendsProjections

‘For furtherinformation,seeP20-514andLynneM
CasperandKenBryson. 1998. HouseholdandFamily
Characteristics:March 1998 (Update),P20-515. U.S.
GovernmentPrintingOffice, Washington,DC.

Series2 is also basedon a log-linearextrapolationof
maritalstatusandhouseholderratechangesin theCPSas
Series1, butwith no adjustmentsof currenttrends.This
seriessimply acceptsthe trendsbasedon original time
seriesdatafrom 1959 or 1969 withoutany adjustment
for currenttrends. So, Series2 illustratesthe impactof
continuationofmaritalandhouseholdtrendsin thepast
on the number and types of future householdsand
families.

Series3: ConstantRatesProjections

For comparative purposes, the marital status and
householderproportionsby age,sex,race,andHispanic
origin from the 1990 Censuswere held constantto
projectthenumberofhouseholdsandfamiliesas Series
3. This seriesshows only the effects of the projected
changesin the demographicstructureof thepopulation
withoutanychangesinhouseholdandfamily formation
rates.

(D). Proceduresto deriveprojected householdsand
families

(1). Preparation of starting point estimates

The 1998householdestimatesby typeareused
as the starting point for the householdprojections.
Becausedetailedhouseholdestimatesby type,consistent
with the 1990 Censusarenot availablefrom thecurrent
householdestimatespreparedby theCensusBureau,the
creationofthe1998householdestimatesrequiredseveral
steps. First, thehouseholdpopulationsfor eachyear
1990to 1998 waspreparedby applyingthe 1990census
proportionsof the residentpopulationliving in group
quarters by age, sex, and race/ethnicityto resident
population.

The 1998 detailedhouseholdestimateswere
calculatedby applyingtheannualproportionalchanges
in marital status and householderrates from the 1990-98
CPStothecorresponding1990censusdata. Themarital
status proportions were applied to the estimated
householdpopulationto derive the estimatesof the
numberof peoplewho were evermarriedandmarried
with spousepresent.Householderrateswereappliedto
the appropriatemarital statusgroups to generatethe
estimatesof householdsby typeandage,sex,race,and
originofthehouseholdersfor 1990through1998. These
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estimateswere controlled to agree with the official
householdestimatespreparedbytheCensusBureau(ST-
98-46).

The differencebetweenthe total numbersof
households,controlledto the previousestimates(1990
through 1998) and the projectednumberof households
withno controlsproducedshiftsin therateofhousehold
changefrom 1998 to 1999. Therefore,anaverageofthe
1990-1998control factors,by agegroup,was appliedto
the total projectednumber of householdsfor every
projectionyearfrom 1999 to2025.

(2). Creation of the projected household
population

The middleseriesof themostcurrentresident
populationprojectionsfor the U.S.wasusedto derivea
householdpopulation(CensusBureau,Working Paper
No. 38, January2000). The projectionsincludepeople
living in institutions, non-institutional group quarters
(such as collegedormitoriesandmilitary quarters),and
households.The 1999 proportionsof non-institutional
populationby age,sex, race,andHispanic origin were
appliedto eachyearof the middle seriesof population
projections,1999 to 2025. The 1990 proportionsof
peopleliving in othergroupquarterswerealsoappliedto
the population projections. The projectedhousehold
populationwas computedby subtractingthe projected
numberofpeopleliving in groupquartersfrom thenon-
institutionalpopulation.

(3). Application of projected marital and
householderrates

Followthesimilarstepsusedinpreviousversion
of householdprojections(CurrentPopulationReports,
P25-805,May 1979),thenumberofnevermarriedmales
and females was first calculatedby multiplying the
projectedproportionsof malesandfemaleswho were
nevermarriedby thecorrespondingprojectedhousehold
population. The difference betweenthe household
population and the never married population is the
projectedevermarriedpopulation.

Fromtheprojectedevermarriedpopulation,the
currentlymarriedmalesandfemaleswithspousepresent
arecalculatedby applying the projectedproportionsof
marriedmalesand femaleswith spousepresent. Since
theremustbeanequalnumberofmarried,spousepresent
men and women, the preliminary total numbersof

married, spouse present males and females were
averagedfor each projection year. A ratio of the
averagenumberof married,spousepresentpersonsto
thepreliminarytotalnumberofmarried,spousepresent
maleswascalculated.This ratio wasmultiplied by the
projectednumberof married,spousepresentmalesby
age, race, and origin to generatea proportionally
adjustednumber equal to the average number of
married,spousepresentpersons. The sameprocedure
wasperformedfor females.

The projected number of married couple
households was computed by multiplying the
householderrate for married maleswith their own
householdby theadjustednumberof married,spouse
present males. Married couple households are
representedby the husband’sage, race, andHispanic
origin in orderto simplify thecalculationsandtables.

The difference between the projected
householdpopulationandtheadjustedmarriedcouples
population is the projectednumberof not currently
marriedpopulationwhich includesthosewho are not
married or no spousepresent. From the projected
numberof peoplewho are not currently married, the
numberof family householdswithno spousepresentis
derivedby applyingtheprojectedproportionsof male
andfemalefamily householderswith nospousepresent.

Projected non-family households are also
derivedfrom thenumberofnotcurrentlymarriedmales
and femalesor marriedwith no spousepresent. The
projectedproportionsof non-family maleand female
householders(or primary individuals)weremultiplied
by the numberof not currently married males and
femalesto projectthenumberofnon-familyhouseholds.

The projected numbers of married couple
families, other families (male and female family
householderswith no spousepresent),andnon-family
households(maleandfemalenon-familyhouseholders)
are adjustedby multiplying the averageof the 1990-
1998 control factors to produce total numbers of
projected
householdsconsistentwith theofficial estimates.

37



the annual change
between1999and2025
in number of
householdsrangesfrom
1.2 percent to 1.4
percentperyear(Table
1) and results in 144
million householdsby
2025. This represents
an increaseof over 41
million or 40.3percent
from 1999to 2025 and
is 9 million more than
projectedin Series1.

If householder
rates were to remain
constant at the 1990
census levels, as shown
in Series 3, the
increases in the
expected number of
householdswouldbe28
million, smaller than
projected in Series 1
and 2. Series 3
projects annual
increasesin thenumber
ofhouseholdsof 1.02to
1.16 million per year
with average annual
increasesof 0.8 to 1.1
percent.

Under Series
V. Resultsand Discussion

Accordingto SeriesI, thenumberof householdsin the
UnitedStatesis projectedto increaseby over32 million
from 102.4 million in 1999 to 134.6 million in 2025
(Table 1).. This represents31.5 percentincreaseor an
averageannualincreaseof 1.0percentbetween1999and
2025,considerablyslowerthananyhistoricalperiodsince
1940This growth ratetranslatesto an expectedannual
increase in the numberof householdsbetween1.2 and
1.3 million peryear for the projectionperiod— slightly
higherthantheaveragegrowthinnumberofhouseholds
during the 1990s(Table 1).

Under Series 2, with the assumption of
continuationof historicaltrend in thepastfour decades,

3, the marital statusandhouseholderrateswere held
constantthroughouttheprojectionperiod. The increase
in thenumberofhouseholdsbetween1999and2025in
Series 3 can be attributed to the changesonly in
populationanditsage,sex,raceandorigincomposition.
ThedifferencebetweenSeries3 andSeries1 or2canbe
usedto measurethe effect of differentassumptionsof
maritalandhouseholdratesor householdformationon
theprojectednumberof households.As table2 shows,
changesin age,sex,race,andoriginaccountfor alarger
percent of changes in the projected number of
householdsbetween 1999 and 2025. Changesin
householdformationaccountforonly 12 percentofthe
projectedincreaseinnumberofhouseholdsunderSeries
1, and31.4 percentunderSeries2 between1999 and
2025 (Table 2) This differentis expectedbecausethe

Table I. Number of Households and Average Annual Increase: 1940 to 2025

[In thousands. Reference date is July 1, except as noted~
Year Number of households annual change from previous date

Series 1 Series 2 Series 3 Series I Series 2 Series 3
CB4SUS ESTIMATES

1940*
1950*
1960*
1970*
1980*
1990*
1998**

34,949
43,468
52,610
63,450
80,390
91,947

101,041

(X)
2.2
1.9
1.9
2.4
1.3
1.2

PREIJMINARY
PROJECTIONS
1999
2000
2005
2010
2015
2020
2025

102,426
103,652
109,783
116,096
122,412
128,553
134,647

102,681
104,173
111,758
119,692
127,737
135,759
144,063

101,822
102,921

108,401
114,041
119,682
125,063
130,206

1.4
1.2
1.1
1.1
1.0
0.9
0.9

1.6
1.4
1.4
1.4
1.3
1.2
1.2

0.8
1.1
1.0
1.0
0.9
0.8
0.8

*As of April 1, from populationcensuses.

** 1998 Census-basedestimate

X Not Applicable

Sources: U.5. Bureau oftheCensus.HistoricalStatistics a/theUnitedStates,GolonialTimes to 1970.

BicentennialEdition, Part 2. Washington,DC, 1975, P. 42.; Censusofthe Population:1970. Volume 1.

Gharacteristicsa/thePopulation, part 1, UnitedStat es Summary.SeCtiOn 1. U.S. GovernmentPrinting Office,

Washington,DC, 1973, p. 1-278.; 1980 CensusofPopulation,PC8O-1.Bl, United States Summary. U.S.

GovernmentPrinting 0111cc,Washington,DC, 1983,P. 1.44.; 1990 CensusofPopulation,GeneralPopulation

Characteristics,United States,1990 CP-1-l, U.s. GovernmentPrinting Office, Washington,DC, 1992;andtable 1.
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householdformationratesaccountfor
only a smallerpercentageof changes
in number of households, the
percentageincreasesovertime.

Nevertheless, future
populationchangeis akeycomponent
of the projected number of
households-accountsfor 88percentof
changes in number of households
between 1999 and 2025. The
assumptions used to create the
population projections (i.e. future
fertility, mortality, and net
immigration) determinemuch of the
expected growth of the household
population.

Table 2. ProJected Increase in the Number of Households by
Compositional Change :1 999-2025

[In thousands]
Year or period Series 1 Series 2 Series 3

HOUSEHOLDS
1999 102,426 102,681 101,822
2005 109,783 111,758 108,401
2010 116,096 119,692 114,041
2015 122,412 127,737 119,682
2020 128,553 135,759 125,063
2025 134,647 144,063 130,206

INCREASE BY COMPONENTS

1999 to 2005, total 7,357 9,077 6,579
Age-sex-race-origin compositional change 6,579 6,579 6,579
Household formation changes 778 2,498 0

% due to household formation changes 10.6 27.5 -

2005 to 2010, total 6,312 7,935 5,640
Age-sex-race-origin compositional change 5,640 5,640 5,640
Household formation changes 672

10.7
2,295
28.9

0
.

2010 to 2015, total 6,316 8,045 5,641
Age-sex-race-origin compositional change 5,641 5,641 5,641
Household formation changes 675 2,404 0

% due to household formation changes 10.7 29.9 -

2015 to 2020, total 6,142 8,021 5,381
Age-sex-race-origincompositional change 5,381 5,381 5,381
Household formation changes 761 2,641 0

% due to household formation changes 12.4 32.9 -

2020 to 2025, total 6,094 8,304 5,143
Age-sex-race-origin compositional change 5,143 5,143 5,143
Household formation changes 951 3,161 0

% due to household formation changes 15.6 38.1 -

1999 to 2025, total 32,221 41,382 28,384
Age-sex-race-origin compositioiial change 28,384 28,384 28,384
Household formation changes 3,837 12,998 0

% due to household formation changes 11.9 31.4 -

The age composition of the
population is also an important
componentof householdgrowthsince
mostnew householdsare established
by young adults. As peoplemove
alongtheir life courseandtransitionto
differenttypesof households(suchas
through marriage, childbearing,
divorce, or widowhood), the size of
the cohortpassingthrougheachstage
of life will affect the number of
householdsandthetypeofhouseholds
createdin theprocess.UnderSeries1,
the projectedslower growth in the
total numberof householdsis due to

_______ the relatively smallcohortsof young
adults who will be forming new
householdsduring the next 26 years.
The largeBabyBoom cohortswhich
affected dramatic growth of
householdsin the1970sand1980sare
moving toward middle age and
completingtheir family formation. By

baby boomerswill be over 60. The
majorityofthemwill bein theemptyneststage— which
will affect the householdcompositionmorethan the
totalnumberofhouseholds.

2025, all the

- Represents zero.

householderrateswereadjustedunderSeries1 andnot
adjustedunderSeries2.

However,thepercentof changesin numberof
householdsaccountedfor by changes in household
formationratesincreasesfrom 10.7percentin 1999-2005
to 15.6 percentin 2020-2025underSeries1 projections.
The percentageincreasesfrom 27.5 percentin 1999-

2005 to 38 percent in 2020-2025 under Series 2
projections. In other words, although changes in

Since the householderrates are applied to
populationprojections,all of the assumptionsabout
fertility, mortality, andmigrationincorporatedinto the
population projections also affect the household
projections. To illustrate the impact of population

39



projectionson householdprojections,thelow population
projection andhigh projectionsseriesproducedby the
U.S.CensusBureau(Working PaperNo. 38) areusedto
project thenumberof householdsas shown in Table3.

The applicationof Series 1 martial statusand
householderrates to the low alternative population
projectionsseriesproduces127 million householdsby

million. In other words, the use of alternative
populationprojectionsproduceslargerdifferencein total
projectednumberof householdsin the future.

However, when we examinethe numberof
householdsby typesproducedby usingthealternative
populationprojections,andbasedon historical trends
(Series2) or constantrates(Series3), the patternsare

Table 3. Alternative Household Projections by Household Types Using Different
Population Projections :1999, and 2025

[In thousands]

Year and type

series i

Series 2 Series 3
Differencebetw een

Low est Middle Hignest HIgn and Low
Alterntives

Series 2 ana
Series3

~pulatton~ojectcions
1999
2025

1999
All households
Married couple family
Female householder family
Male householder family
Female nonfanily
Male nonfarrily

2025
All households
Married couple family
Female householderfanily
Male householder family
Female nonfanily
Male nonfatr~ly

272,695
308,229

102,390
52,712
12,940
4,491

17,137
15,111

126,788
58,867
16,580
6,689

23,427
21,226

272,820
337,815

102,426
52,730
12,946
4,493

17,142
15,115

134,647
62,381
17,838
7,265

24,688
22,475

272,957
380,397

102,466
52,750
12,953
4,495

17,148
15,120

146,408
67,656
19,758
8,188

26,387
24,419

272,820
337,815

102,681
52,408
13,087
4,572

17,308
15,306

144,063
54,729
21,631
9,857

29,849
27,996

272,820
337,815

101,822
56,287
11,871
3,778

16,203
13,683

130,206
69,708
14,796
5,426

21,744
18,532

262
72,168

76
37
14
5

11
9

19,620
8,789
3,178
1,499
2,960
3,194

-

-

858
-3,879
1,216

794
1,106
1,623

13,857
-14,979

6,835
4,431
8,106
9,464

Percent Change 1999-2025
All households
Married couple family
Female householder farrily
Male householder family
Female nonfanily
Male nonfanily

23.8
11.7
28.1
48.9
36.7
40.5

31.5
18.3
37.8
61.7
44.0
48.7

42.9
28.3
52.5
82.1
53.9
61.5

40.3
4.4

65.3
115.6

72.5
82.9

27.9
23.8
24.6
43.6
34.2
35.4

19.1
16.6
24.4
33.2
17.2
21.0

12.4
-19.4
40.6
72.0
38.3
47.5

Sourse:
U.S. CensusBureauInternetRelease(January13, 2000)
http://www.census.gov/population/projections/nation/summary/np-t1 .txt
(NP-Ti) Annual Projectionsof theTotalResidentPopulationasof July 1:

Middle, Lowest, Highest,andZero InternationalMigration Series,
1999 to 2100.

2025,7.8 million householdsless than projectedusing
middle seriesof populationprojections(Table 3). The
application of Series 1 marital statusandhouseholder
rates to the high alternative population projections
produces146 million householdsin 2025,11.8 million
more than projected middle series. The difference
betweenhighandlow projectionsbasedon thealternative
populationprojectionsismuchJargerthanthedifference
betweenSeries2 (unadjustedtime seriesmodel) and
Series 3 (constantrates model) - 20 million vs. 14

shift. Theuseofdifferenthouseholderratesby Series2
andSeries3 produceswiderrangeofdifferencethanthe
useof alternativepopulationprojectionsin in all types
of households. For example, Series2 projects 55
million marriedcouplefamily householdsin 2025, less
than 15 million thanprojectedby Series3. Theuseof
lower alternativeof populationprojectionsprojects59
million married couplefamily householdsin 2025, 9
million less thantheuseof high alternativepopulation
projections. All other types of householdswere
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projectedwithwiderrangeofgrowthratesbetweenSeries
2 and Series 3 than the use alternative population
projectionsas shownin Table3.

Thus, it is evidence that the demographic
changesdeterminethenumberof futurehouseholds,but
differentassumptionsofthechangesinhouseholderrates
have very significant effects on the compositionof
householdsandfamilies. Therefore,it is critical to have
an appropriatepopulation projections as the basefor
household projections and also important to have
reasonablemarital status and householderrates for
projectingtypesof householdsandfamilies.
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Appendix I: Householdprojections prepared by
U.S. CensusBureau

Day, JenniferCheeseman,“ProjectionsoftheNumber
of HouseholdsandFamiliesin theUnited
States:1995to 2010.” U.S. CensusBureau,
CurrentPopulationReports,P25-1129,April
1996.

Grymes,Robert0. andDonaldJ. Hernandez,
“Projectionsof theNumberofHouseholdsand
Families: 1986to 2000.” U.S.CensusBureau,
CurrentPopulationReports,P25-986,May
1986.

GrymesRobert0. andArthurJ. Norton, “Projections
oftheNumberofHouseholdsandFamilies:
1979to 1995.” CurrentPopulationReports,
P25-805,May 1979

Grymes,Robert, “ProjectionsoftheNumberof
HouseholdsandFamilies:1975 to 1990.”
U.S. CensusBureau,CurrentPopulation
Reports,P25-607,August1975.

Parke,RobertJr. andRobert0. Grymes, “Projections
of theNumberof Householdsand

Families:1967to 1985.”U.S. CensusBureau,
CurrentPopulationReports, P25-394, June
1968.

Heer, David M. andPaulC. Glick, “Illustrative
Projectionsof theNumberof Householdsand
Families:1960 to 1980.” U.S.CensusBureau,
CurrentPopulationReports, P20-90,October
1958.

Landau,Emanual,“ProjectionsoftheNumberof
HouseholdsandFamilies: 1960 to 1975.”U.S.
CensusBureau,CurrentPopulationReports,
P20-69,August, 1956.

Glick, PaulC.,ElizabethA. Larmon, andEmanual
Landau.“Projectionsof theNumberof
HouseholdsandFamilies: 1955to 1960,” U.S.
CensusBureau,CurrentPopulationReports,
P20-42,December1952.

Glick, PaulC., “EstimatedNumberof Familiesin the
United States:1940to 1960.” U.S.Census
Bureau,Population- SpecialReports,Series
P-46,No. 4, June,1946.

Glick, PaulC., “EstimatedNumberof Familiesin the
United States:1940to 1960.” U.S. Census
Bureau,Population - SpecialReports,Series
P-1943, No.2, September 1943.

Appendix II: Marital status and Householder
rates used in the householdprojections

In pastprojectIonsthedenominatorwas
sometimestheresidentpopulation. The “H”
isto indicatethatthe denominatoristhe
householdpopulation. All ratesor
proportionsbelow werecalculatedby age
groupsandby race/origin.

1. Proportionof singlefemale
SFH= (numberofnevermarriedfemales)/

(numberof femalesin thehouseholdpop)
Note: theprojectedchangeswerereducedby
3/4 for series2.

2. Proportionof singlemale
SMH= (numberof nevermarriedmales)/

(numberof malesin thehouseholdpop)
Note:theprojectedchangeswerereducedby
3/4 for series1.

3. Proportionof marriedfemaleswith spouses
present

MFSPH= (numberof marriedfemaleswith
spousespresent)/ (numberof evermarried
females)
Note:theprojectedchangeswerereducedby
2/3 for series1.

4. Proportionofmarriedmaleswith spousespresent
MMSPH = (numberofmarriedmaleswith
spousespresent)/ (numberof evermarried
males)
Note: theprojectedchangeswerereducedby
2/3 for series1.

5. Proportionof marriedmaleswith ownhouseholds
MMOHH = (numberof marriedmaleswith
their ownhouseholds)/ (numberofmarried,
spousepresentmales)
Note: thenumeratoromitsmarriedcoupLes
whoareliving in someoneelse’shousehold;
this is alsowheremarriedcouplehouseholds
arerepresentedby themalespouse’s
characteristicsonly.

6. Proportionof femalefamily householderswithno
spouse
FFH = (numberof femalefamily
householders)/ (numberof notcurrently
marriedfemales)
Note: this is theratefor femalehouseholders
with oneor morereJativesin theJ~ouseboJd
andno spouse;projectedchangeswere
reducedby 2/3for series1.
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7. Proportionof male family householderswithno
spouse
MFH= (numberof malefamily householders)
/ (numberof notcurrentlymarriedmales)
Note: this is therateformalehouseholders
with oneor morerelativesin thehousehold
andno spouse;projectedchangeswere
reducedby 2/3 for series1.

8. Proportionof femalenon-familyhouseholders
FPI = (numberof femalenon-family
householders)/ (numberofnot currently
marriedfemales)
Note: this is theratefor femalesliving alone
or onlywith non-relatives;projectedchanges
werereducedby 2/3 for series1.

9. Proportionofmalenon-familyhouseholders
MPI = (numberof malenon-family
householders)/ (numberof notcurrently
marriedmales)
Note: this istheratefor malesliving aloneor
only with non-relatives;projectedchangewere
reducedby 2/3 for series1.
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Will Strong U.S. Growth Continue? A Look At U.S. Growth in the

1990’sand Its Implications for the U.S. Growth Outlook

Chair: PaulSundell,EconomicResearchService,U.S.Departmentof Agriculture

TheUnitedStateshasexperiencedfalling inflation andveryrapidrealeconomicgrowthsince1995. This
situationhasforcedmanyeconomiststo significantly raisetheirestimatesof potentialgrossdomestic
product(GDP)andtheir forecastsfor futureU.S. productivityandrealeconomicgrowth. The increasein
estimatedpotentialGDP andexpectedstrongerfuture economicgrowthhavebeenprimarilyattributedto
threepositivefactors.First, a lowerestimatedNAIRU (nonacceleratinginflation rateof unemployment)
impliesanincreasedsupplyof laboravailableconsistentwith nonacceleratinginflation. Second,the
businessinvestmentboomhasincreasedthequantityandqualityof capitalavailableperworker. Increased
capitalperworkerleadsto anincreaseinpotentialGDPby bothmovingalongtheproductionfunctionand
shifting theproductionfunctionoutwardovertimeby raisingtotal factorproductivity. Third, total factor
productivity(TFP) hasrisendueto variousfavorablenonbusinessinvestmentsupplyanddemandfactors.
Positivenon-investmentsupplyfactors includetheincreasedglobalizationof theU.S. economy,more
efficientmanagementstructure,andthefalling realpricesfor energy,food, employeebenefits,and
importedgoods. Total factorproductivityhasalso beenraised,atleasttemporarily,by stronggrowth in
aggregatedemandraisingtheintensityexistinglabor is utilized in theproductionprocess.

Thequestionsnow are: Will U.S. growthslowmoderatelyor will U.S. growthslowdramaticallyto well
underthreepercentfor mostofthe future?;andHow shouldeconomicperformanceandproductivitybest
bemeasured?In this sessionthesequestionswill beaddressedby thepanelists.PaulSundellwill discuss
his researchon measuringpotentialGDP andTFPgrowth,andthe implicationsof his researchfor future
U.S.productivityandeconomicgrowth. RobertW. Arnold will discusshisviews concerningtheU.S.
growthandproductivityoutlook,emphasizingthenear-termand intermediate-term(lessthan5 year)
outlook. RalphMonacowill discusshisviews concerningU.S. economicgrowthandproductivityoutlook
emphasizingtheintermediate-termto longer-termoutlook(over5 years). Hewill alsoexamineproblems
in measuringproductivityandreviewsomerecentattemptsto characterizetheeconomy’sperformancein
waysotherthantraditionallaborproductivityor total factorproductivitycalculations.

Panelists:

PaulSundell
EconomicResearchService,U.S.Departmentof Agriculture

RobertW. Arnold
CongressionalBudgetOffice

RalphMonaco
INFORUM, Universityof Maryland
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The U.S. EconomicOutlook For 2001: SlowerGrowth Finally Arrives

Paul A. Sundell, EconomicResearchServiceof USDA

Introduction

Whilerealeconomicgrowth slowedtoapproximately3.1
percent in the secondhalf of 2000, year over year
economicgrowthis still expectedto average5.1percent
for 2000 and3.0percentfor 2001. Themoderationin
U.S. growth reflects numerousfactors: (1) tight labor
markets, (2) U.S. GDP exceedingnon inflationary
potentialGDP, (3) much lighter conditionsin business
capital markets,(4) slower growth in consumerand
residential housing spending,and(5) higheroil prices.
Theslowdownineconomicgrowthto 3.0percentin 2001
representsareturnto morenormalsustainablegrowth. In
comparison,economicgrowthoverthe1980-1999period
averaged3.0 percent. U.S. economicgrowth will be
sustainedby: (1) strongunderlyingproductivitygrowth,
(2) aboveaverage(butslowing) growth~nbusinessfixed
investment,and(3) strongforeigngrowth. Inflation,as
measuredby theGDPdeflator,is expectedto riseslightly
to 2.4 percentdue to the contemporaneousandlagged
effectsof tight labor marketsthatareslowlyaccelerating
labor costs, lower productivity growth,and, to a lesser
extent,higherenergyand import prices.

The paperdiscusseseach of these factors and its
implications for the U.S. economicoutlook. Special
emphasisis placedon two areas:(1) measuringpotential
GDP andthe impactof the existinggapbetweenactual
GDP andpotentialGDP on short-termeconomicgrowth
and (2) the tightening of conditions in U.S. business
capital marketsand its impact on nearterm growth
outlook. PotentialGDPwasestimatedusingaproduction
function approach with total growth in total factor
productivityvaryingbothdeterministiclyacrossbusiness
cycles and stochasticallyover time. A time varying
NAIRU serieswasesthnatedwith the estimatedNAIRU
at 5.5percentfor 19991V. The estimatedNAIRU series
wasusedasaninputinderivingnonacceleratinginflation
potential labor hours s~riesused in constructingthe
potentialGDP. GDP wasestimatedtohaveexceededits
potentialby 3.7percentby theendof 1999.

In the late 1990’sandthefirst halfof 2000, the normal
slowing of economicgrowth that occurswhen GDP
exceedsits long-term potential was offset by large

productivitygains,aboominbusinessfixed investment
spending,and a near doubling of equitypricesoverthe
1996-1999period. The combinationof falling import
prices, food andenergyprices, andslower growth in
medical costs temporarily further boostedaggregate
supplyandenabledinflationto fall overmostofthe1996-
1999 period (Brinner,RichandRissmiller,andBrowne
pp.5-8).Therelativepriceofimports,energy,andmedical
costshavemovedupwardin 2000andwill raiseinflation
slightly in 2001.

This paper discussesthe significant tightening of
conditionsinbusinessdebtandequity marketsin 2000.
The combinationof higher interestrates,tightercredit
standards,and overall depressedequity marketswill
significantlyslowthegrowthinbusinessfixedinvestment
in 2001. The tighter capital marketsconditionswill
impactfinnswithpoorerdefaultandliquidity conditions
relativeto finns in strongerfinancial condition. Rising
default premiumson coq,oratebonds and tightening
lendingstandardsonbusinessloanshaveempiricallybeen
associatedwith slower economicgrowth (Duca, Van
Home,and Lown, MorganandRohatgi)

Major Factors Supporting Near Term Strong U.S.
Economic Growth

Continuationof StrongProductivityGrowth

Since1995,laborproductivitygrowthacceleratedshaiply
to anannualrateof 2.9percentcomparedto 1.6 percent
annuallyover the 1991 to 1995 period. Normally,
productivitygrowthslowsdownasaneconomicrecovery
matures. In this economicrecovery,productivitygrowth
has accelerated indicating that longer term trend
productivity growth haslikely movedupwardas well.
Productivityhasbeenboostedsince 1995 by numerous
factors: (1) the informationtechnologyrevolution, (2)
strongbusinessinvestment,ingeneral,andininfonnation
processing,inparticular,(3) stronggrowth in aggregate
demand,and (4) improved managerialperformance.
Productivityhasbeenboostedby thebroadbasednature
of the computerrevolution,which hasincreasedworker
productivityacrossdifferentoccupationsandskill levels.
Strong growth in aggregatedemand in the late 1990’s
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raisedmeasuredproductivityby increasingtheintensity
that labor and capitalresourcesare utilized as well as
encouragingadditionalbusinessinvestmentChatterjee
(ky. l8~20). Relatively slowgrowth in the first four
yearsof the recovery allowed the economyto avoid
supplyconstraintsin themid 1990’s. The lack of supply
constraintsin themid 1990’shelpedfuelnoninflationary
growthin the secondhalfof the 1990’swhenaggregate
demand sharply accelerated. U.S. managerial
performancehasimprovedinresponseto increasedglobal
competitioningoodsand servicesmarkets,especiallyin
theareasof inventory management,costcontainment,and
managerialcontrol.

Measurednonfarmproductivity is expectedto slow to
approximately2.0percentin 2001; its averagerateover
the 1960 through 1999 period. Slower nonfarm
productivity in 2001 is expectedprunarily from slower
growth in aggregatedemandand slower growth in
businessinvestmentspending.Underlyingnonfarmlabor
productivitygrowthafterremovingthenegativeeffects
on measuredproductivityof slowergrowthin aggregate
demandandhigher inflationresultingfrom higherrelative
pricesfor imports, energy,and medicalitems should
remain above 2 percent. Growth in business fixed
investmentspendingis expectedtoremainstrongbutis
expectedto slow to the 5 to 7 percent rangein 2001.
Slowerinvestmentspendingis expectedtobe generated
by highercapital costs,areductionin creditavailability
for marginalbusinessborrowers,and anarrowingof the
gapbetweentheactualanddesiredcapitalstock.

Growth in BusinessFixed InvestmentSpendingto
RemainStrong.But Slow Significantly

The boom in businessfixed investmentspendinghas
acceleratedin recentyears. Between 1995 and 1999,
businessfixed investmentgrew at an annualized rate of
11.0percent,up fromthe7.6percentratebetween1991to
1995. In the first half of2000,businessfixed investment
grewata17.7 percentannualizedratebeforeslowingto
7.8percentin 2000111. The strongergrowthof business
fixed investment since 1995 reflects the increased
profitability ofbusinessinvestmentbrought aboutby the
continuingimprovementsandinnovationin capital goods
(especiallyintheinformationtechnologyarea) andhigher
ratesof r~sourceutilization in general.Measuringoverall
expectedprofitability ofbusinessinvestmentis difficult,
although theoretically it is strongly related to the
valuationof existingcapital relative to its replacement
cost (Tobin’ s q ratio). When the marketvaluationof
existingcapital(debtplusequity) ishighrelativeto asset
replacementcost, returnsto existingcapitalarehighand
additional investmentis encouraged.

Businessinvestmentspendingis expectedto slowto the
5 to 7 percentrangedueto: (1) higher capitalcosts,(2)
reducedcredit availability and increaseddifficulty in
issuingequity securities,and(3) lower expectedreturns
on investmentingeneral. Figure1 shows thatTobin’s q
is expectedto fall through2001 but to remainhigh by
historical standards. External finance for marginal
businessborrowersin 2001 will be moreexpensiveand
difficult to obtain. In responsetorisingriskpremiumson
financial assets, equity andbondissuancefell 20 and 9
percentrespectivelyin the thirdquarterrelativeto 1999
levels. Lower expectedreturns on business fixed
investments,in general,is indicatedby slowerexpected
growthin corporatesalesandprofits, slower growth in
equity and bond issuanceby nonfinancial corporations
thusfar in 2000,andby thefall inTobin’s q ratio.

Continuationof StrongForeignGrowthwith aModest
Fall in theDollar

Strongworld growth outsideof the United Statesis
expectedhi2001 withgrowthpickingupin Japan,Latin
America,and Africa.. Continuedstrongforeigngrowth
will producemoderategrowthin the foreign demandfor
U.S. exports. More matureeconomicexpansionsin
developed countries as well as improving financial
stability in Asia shouldfurtherraise foreigndemandfor
U.S. exports,especiallyU.S. capitalgoods. Growth in
westernEuropeis likely to be slightly lowerreflecting
higherEuropeaninterestrates,oil prices,andinflation.

Thedollar is expectedto fall modestlyon abroadtrade
weightedbasis in 2001. A mild fall in the dollar is
expectedfrom the combinedimpact of slowergrowthin
the U.S. relativeto the restof the world, larger trade
deficits, andexpectedslightly lowerrealinterestrateson
government and high grade U.S. debt securities.
Increased uncertainty concerning lower grade debt
securitiesandU.S.equities will furtherweakenthedollar.
The mild fall in the dollar will contribute to long-term

adjustmentin the U.S. balance of payments while
avoiding destabilizing capital flight out of the United
States.

Major FactorsSlowingU.S. NearTerm U.S.
Economic Growth

Tight Labor Markets

Labor marketstightened in 1999 and the first three
quartersof 2000. Theunemploymentratehasremained
at 4.2 percent or lower since 1999111 and far below
empiricalestimatesoftheNAIRU. In thelastyear,other
measuresof labor markettightnessindicate a further
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tightening of labor markets. The percentageof those
unemployedbecauseof permanentjob loss has fallen
while thevoluntaryquit rate amongthe unemployedhas
risen. Furthennore, labor force participation reachedan
all timehighby thesummerof 2000.Tighterjobmarkets
will accelerategrowth in employeecompensationcosts
andslowemploymentgrowth in2000and2001belowthe
1.5 percentgrowthachievedin 1998 and 1999. In the
first threequartersof 2000,employmentgrowthslowed
to 0.8percent and is expectedto averageapproximately
1.0percentin 2001.

CurrentRealGDP isAbove Potential GDP

Tightlabormarketswith theunemploymentratebelowall
empiricalestimatesof theNAIRU is the major factor in
actualGDP beingaboveits estimatedlongrunpotential.
Despiterapidgrowthinbusinesscapitaland higher total
factor productivity growth in thisbusinesscyclerelative
to businesscyclesof the 1970’s and the 1980’s, GDP
remainsaboveits long-termpotential.When actualGDP
exceedspotentialGDP,upwardpressureon inflation is
normallygeneratedasshortagesoflaborandcapitalcause
productioncoststo rise and asfirmsattemptto raiseprofit
margins. In addition, supply constraintsare generated
which slowgrowth in real GDP andactto move actual
and potential GDP toward each other over time.
Furthermore,risingrealinterestratesandtightermonetary
policyisnormallygeneratedthatovertimereducescredit
demandfrominterestsensitiveandlessfinancially secure
borrowers. The combination of favorable relative price
shocksand strong growth in aggregatedemand in the
1990’sallowed real economicgrowth to exceedits long
runpotentialwith little inflationorconstraintsonoutput.
However, with the relative prices of imports and credit
rising, slower growth in real outputwill move output
closerto potential output in 2001.

Numerousprivatemacroeconomicforecastingservices
andCBOproducepotentialGDP estimates.My empirical
work expands upon previous work by Arnold in
modelingpotential GDPby decomposingpotential GDP
into its businessand non businesspotential output
components. In addition, my work decomposedpotential
businessoutput into labor (labor hours worked) business
capital, and total factor productivity components. The
labor hour worked seriesconsistentwithnonaccelerating
inflation was allowedto vary over time in responseto
changesin laborforcegrowthacrossbusinesscyclesand
in the NAIRU.1 Total factor productivity wasspecifiedas

afunction of deterministictrends(which changeacross
businesscycles) and stochastic shocks. Potential
businessoutput was estimated using the Kalman filter
where changesin inflation are a function of lagged
changesin inflation, thedifferencesbetweenactualand
potential business and non business output, and
distributed lags of changesin the relative prices of
imports, food and energy,and last quarter’sgrowth in
final goodsandservicespricesrelativeto growth in unit
labor costs. A furtherdiscussionof the potential GDP
model and parameterestimatesare presentedin the
Appendix.

As shown in Figure 2, businessoutput exceededits
potential by 4.2percent at the end of 1999. Although
lack of BEA capital stock data precluded estimatingthe
model for 2000,the gap hasundoubtedlywidenedgiven
the strong4.4percent in realGDPgrowthin the first three
quartersof 2000,additionallabormarkettightening,and
fastergrowth in unit labor costs. Figure3, showsthat
nonbusinessoutput exceededits estimatedpotentialby
0.8 percent at the end of 1999. The output gap for the
nonbusinesssector gap has widenedin 2000 as well,
given the morerapidgrowth in government spendingin
2000. The output gaps of thebusinessand nonbusiness
sectorsof the economyare likely to constraingroWTh
moresignificantly in 2001.

Slower Credit Growth. Higher InterestRates,Capital
Costs,andTighterLendingStandards

Relative abundanceof fundsat favorable terms in bond
and equity marketsfinancedthe rapid pace of business
investmentthat has fueledthe rapid growthof the last
five years.Between1995-1999,newcorporatebondand
equityissuancegrewat anannualrateof 15.7percent.
The 1990’salsowitnessedextremelyrapidgrowthof the
private (non-public) equity market, which greatly
facilitated equity issuanceby new ventureand small
existingfirms (Prowse).

In 2000,risingriskpremiumsandliquidity concernshave
slowed the issuance of corporate bonds, and equity
securities. Overallnewbondandequity issuancein the
first threequartersof 2000 averaged10.3percentlower
on a quarterlybasis relative to 1999. Analysts are
becoming increasingly concernedover much tighter
conditionsin bond andequity marketsandthesignificant
negative impact on economic growth in 2001 that
continuedtightconditionsin capitalmarketswill haveon
economicgrowth (Lonski,andPearlstein),

My empirical work indicatedthe NAIRU fell to 5.5

percentby 19991V.

Theimportant role of credit growth in influencing the
pace of economicgrowth is well establishedin the
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economicsliterature(Beranke,andBerankeandBlinder,
amongnumerousothers). Stronggrowth in credit has
fueled our strongeconomicgrowth in recentyearsby
providingborrowersamplecreditfor currentinvestment
and consumptionspending. From 1997 and through
1999,real nonfinancialcreditexpandedat ratesof 5.1,
8.2, and 8.3 percent,respectively. In the first half of
2000, real nonfinancial credit growth slowed to 3.4
percent. Rising creditstandardsandrisk premiumson
bankand nonbankbusinesscredit were major factors
slowing real credit growth in the first half of 2000.
Expectedcontinuedtighteningofbusinesscredittermsin
2001 will furthermoderategrowthinbusinesscredit.

Growthin consumercredit is expectedto moderateas
well in 2001, reflecting slower growth in consumer
spendingon residentialhousingandconsumerdurables.
The FederalReserve’sSeniorLoan Officers Opinion

Surveyon BankLendingPracticesindicatedthatcredit
standardson consumerloanshavechangedrelativelylittle
in 2000. Credit standardson consumerloansarenot
expectedto risesignificantly in 2001,givencurrent low
consumerloandefaultratesandlargegainsinhouseholds
wealthinthelatterhalfofthe 1990’s.

In the first threequartersof 2000. Treasur bill rose
approximately100 basispointswhileTreasurybondrates
fell 25 to 50basispoints. Overthistimeperiod, yield
spreadsbetweencorporatebondratesandTreasurybond
rates (of comparable maturities) have widened
substantially. For example,thespreadbetweentheBAA
seasonedcorporatebond and the 10 year constant
maturitybondratewidenedfromapproximately200basis
pointsin 1999Wto 240basispointsin 2000111 androse
to 260basispointsin October2000.

Risingyield spreadshavebeenevenmorepronouncedin
thenon-investmentgrade(junk)bondareawith resulting
much slowerissuanceof non-investmentgradebonds.
The spread between the Standard and Poor’s
noninvestmentgradebond yield index andthe 5 year
Treasurybondratewidenedfmmapproximately540basis
pointsin l999IV to approximately690basisin 2000111.
In October,theaveragespreadroseto approximately800
basispoints. Risk premiumson noninvestmentgrade
bondshavereachedextremelyhigh levelsfor a non-
recessionaryperiod. In responsetorisingnoninvestment
gradebondyields, noninvestmentgradebond issuance
yearlythroughOctober2000wasdownapproximately40
percentrelativeto the first 10 monthsof 1999 (Rao).
Noninvestmentgradebondissuancewill remainsubdued
in 2001 becauseof continuedhigh risk premiumsand
expectedrisingbond defaultrates(Hamilton).

Lessfavorablemarketsfor raisingbusinesscapitalhasnot
beenconfinedto securitiesmarkets. Lendingstandards
on businessloans at commercialbankshave tightened
progressivelysincethebeginningoftheyear. TheBoard
of GovernorsSeniorLoan Officer Opinion Surveyon
BankLendingPracticesforAugust2000indicatedthat34
percent of domesticbanks reported tighter lending
standardsfor loansto largeandmiddle marketfirmsand
24 percentof domesticbanksreportedtighter lending
standardson small businessloans. This representeda
significantincreasein theproportionofbankstightening
businesslending standardssincethe May survey. The
Surveyalso indicateda risingproportionof bankshave
widenedbusinesslending spreadsabovetheir costs of
funds,especiallyfor riskier loans. Thetrendof tighter
lending standardsand widening lending spreadsis
expectedto continuein2000.
Empirical work by Lown Morgan, andRohatgihave
establishedthesignificantnegativeimpactof risingloan
spreadsoverfundscostsandcreditstandardsonbusiness
lending atcommercialbanks. Theirempiricalwork also
indicatedthatrisingcreditstandardsonbusinessloansare
statisticallysignificantindepressingbusinessinvestment
in equipment and inventories and slowing growth
industrialproduction,holdingotherfactorsconstant.

Slower Growth in ConsumerandResidentialHousing
Spending

Realconsumerspendingbetween1997and1999grewat
an annualizedrateof 4.5 percentwhile real consumer
durablepurchasesgrewatnearlya 10percentannualized
rate Overthissameperiod, realresidentialconstruction
grew at a robust 5.5 percent annually despite only
moderategrowth in thenumberof U.S.households.The
combination of a large stock of recently purchased
consumerdurablesandresidentialhousingcoupledwith
higherinterestratesandmuchslowergainsin consumer
wealthindicatemoremoderategrowth in consumerand
residential housing. In the threequartersof 2000,real
consumerspendingon durablesgrewatastill robust8.3
percentwhile residentialinvestmentfell 2.2 percent(at
annualizedrates).Theexpectedslowdownin thegrowth
of consumerandhousingspendingwill betemperedby
continuedhigh levels of consumerconfidenceand the
laggedeffectsof sharply higherconsumerwealthover
the1997.

HigherOil Prices

Higher oil prices havereducedconsumerdiscretionary
incomeandraised energycostsfor businessfirms, thus
reducingbusinessprofits. In addition, higheroil prices
have raised short-term inflationary expectations.
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However,the impactof higherenergypricesismuch less
thanin thepastduelargely to a significant decline in
energyexpendituresasaproportionof GDPrelative to 20
yearsago. In addition, real oil prices are still below
1980’saveragelevels.

Oil andgascurrentlyaccountsforbetween2.25to 2.50
percentof nominalGDP as compared to 6.6 percentof
nominalGDP in 1981. Furthermore,realoil prices are
not abnormally high by historical standard. Real oil
prices(averagerefinersacquisitionpricedividedby the
chainweightedconsumptiondeflatorlessenergyitems)
equaled$25.71in 2000ffl. Thisrepresentedarebound
from thetroughin real oil prices of $12.20recorded in
19991. In comparison,realoilpricesaveraged$28.94in
the1980’sand$18.66in the 1990’s. Therefore,nominal
oil pricesin the $30to $35rangewhen examinedin real
termsarenot unusualand will by itself only modestly
slowU.S.economicgrowth.

Conclusion

U.S.growth isexpectedto moderateto approximately 3.0
percentin 2001aftergrowing at anexpected 5.1percent
in 2000. Growth in employment and overall employee
hours is expected to average 1.0 percent while
productivity growth isexpectedto average2.0percentin
2001. Slowerproductivity growth isexpectedto reflect
slower overall growth in aggregate demand and
moderation in the rapid pace of businessinvestment.
Tighter credit standards and greater concerns over
liquidityhave combinedto raisecapitalcostsfor business
firms, especiallyfirms with aboveaveragedefault and
bankruptcy risk. The risk of recessionis low giventhe
outlook for still strong (but moderating) business
investment growth and the low probability of a
contractionin overall consumerspending. Thecombined
positive effectonconsumerspendingof continued high
levelsof consumerconfidenceandthe very largegainsin
household wealth between 1994 and1999 make the
possibilityof anactualcontractionin consumerspending
low. With solid economicrecoveriesunderway in Latin
America and Asia and moderate growth expectedin
Europe,U.S.exports should continueto grow at astrong
pace,thus aidingasoftlanding for theU.S. economy.
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E devinfulab~.1+ F(busout-potbusout)~+
Appendix

Potential businessandnonbusinessoutputareestimatedas
not directly observablevariablesthat enterthe inflation
generatingprocess.Specifically,in theabsenceofrelative
priceshocks,higherinflation is expectedwhenbusiness
andnonbusinessoutput exceedtheir long-term potential
levels. Potential business output is specified in a
production functionformatandis estimateddirectlyusing
the Kahnan filter. TheKalinan filter estimatesthevalues
of potential businessoutput over time that (given the
specifiedstructuresfor potential nonbusinessoutputand
the change in inflation equations)maximizesthe log
likelihoodfunctionfor changein inflation equation. Due
to difficulties in estimatingoutputandfactor input usage
for the nonbusinesssector,nonbusinesssectorpotential
outputismodeledoutsideof the modelusingamodified
segmentedtrendbusinesscycleapproach. Thisapproach
is similar to the BEA’s approach in estimatingpotential
nonbusinessoutput (Arnold, pp.11-16).

Themodelexpandsuponthework ofKutlner(!991, 1992,
and 1994)allowing for variabffity acrossbusinesscycles
in thedeterministiccomponentof totalfactor productivity
andby examiningtherelativeimportanceofbusinessand
nonbusinessoutput gaps in the inflation generating
process.Thebusinesssectorismuchlargeraccountingfor
nearly 86 oftotalGDP in 200011.Giventhe much greater
relativesizeof thebusinesssector,accuratemeasurement
of potential business output is critical in measuring
potential GDP. Furthermore, thebusinesssectoris likely
to be more sensitivein pricing its output in responseto
changesin overall aggregatedemandconditions, giventhe
great importanceof profit and market share goals to
businessorganizations.The impactof overall goodsand
services prices to excessdemand or supply in the
nonbusinesssector is likely to bemore muted, especially
in the shortand intermediate term,andis more likely to
reflect longertermresourcecostsconsiderations.

Empiricalresultsindicatedthatthebusinessoutput gapwas
significant at the one percent in explaining changesin
inflation while the nonbusinessoutput gap term was
insignificantin explainingchangesin inflation. Business
output that is one percent abovepotential was found to
generateanapproximate .07percentincreasein inflation in
the current quarter.

Model Specification

ThepotentialGDP modelis specifiedbelow:

(1) A Inf~= ~ B A Inf~+ ~ C1 A rimp~1+ ~ D fe~.1+

G (nonbusout- potnonbusout)~+ Ui

where
inf= Inflation (chain weighted GDPdeflator)

rnnp = Realimportprices(chaiiiwt. importpricedeflator
/ chainwt. GDPdeflator)

Rfe= Realfoodandenergyprices(chainwt. consumption
deflator I chainwt. consumption deflator without food
andenergy)

devinfulab = inflation (chain weighted GDP deflator)

minusinflation in unit labor costs

pothusout = log of potentialbusinessoutput in the

absenceofrelativepriceshocks.

(2) potbusout= (.7) ANon1nflabhrs~+ (.3)ACapstk~+D
D741 t + E D802 + F D8!4 + G D903 + potbusout~1
+ U2~

busout= logbusinessoutput (chain wt.)

nonbusout = log of the sumof govenunent,household,
nonprofit institutions output andthe GD? sector output
residual.

potnonbusout = log of nonaccelerating inflation
nonbusinesssectoroutput. Generatedfrom regressionof
nonbusinessoutput on a constant,businesscycletrend
dummyvariables, an early 1980’sReagangovernment
spendingslowdowndummyvariable(DREAGAN), and
thegapbetweentheunemploymentrateandtheNA1RU.

After estimating regression, the gap between
unemploymentrateandtheNAIRU wassetequal to zero
toremovebusinesscycle influencesandthefittedvalues
from regressionweresetequal to potnonbusout. Similar
approachto cyclical adjustmentprocedureusedby CBO
(Arnoldpp. 11-13).

noninflabbrs= noninflationarybusinesslabor hours.
Actual businesslabor hours are adjusted to a level
consistentwith estimatedNAIRU. Constructedfrom a
regressionof the logarithmof actual labor hours on a
constant,trend businesscycle variablesand the gap
betweenthe unemployment rate andthe NAIRU. After
estimatingthe equation, the unemployment rateNAIRU
gap is set equal to zero to remove business cycle
influencesonbusinesslaborhours. Fittedvaluesfromthe
NAIRU gap adjusted equation are set equal to
noninflabhrs. Similar to cyclical adjustmentprocedure
usedby CBO (Arnoldpp. 7-8).
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NAIRU=nonacceleratinginflationrateofunemployment.
Time varying NAIRU estimatedby substituting,the gap
betweenthe unemploymentrateandthe NAIRU for the
businessandnonbusinessoutputgaptermsin the changein
inflation equationand estimatingusingtheKalman filter.
EstimatedNAIRU for 1999Wwas 5.5percent

U1~= stochasticfirstorder autoregressiveerror termofthe
formU1~=pUl~+~

U2~= stochasticerror term. Beia resultsobtainedwith
varianceof .00000!.

BusinessCycle Trend DummyVariables:

D741 = businesscycle variable to measure trend
productivityfor 741to8011businesscycle. Talçesvalueof
onefor the 741to 801 periodandzerooutsideof period.

D802~= business cycle variable to measure trend
productivityin the 8011-80ffl and804W 81ffl business
cycles. Takesa value of onefor the 8011 to 81ffl period
and zero outsideof period

D814 = business cycle variable to measure trend
productivity in the 81IV to 9011businesscycle Takes a
valueof! for the 814 to 813 period and zero outside of
period

D903 = businesscycle variable to measure trend
productivity in the 90ffl814 to 99Wperiod. Takesa
value of 1 for the 903 through 994and zerooutsideofthe
period

DREAGAN=Dummyvariabletoàapturethe slowdownin
governmentspendingoverthe 1980111to 1983Wperiod.
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Table 1
Changein Inflation

NonbusinessOutputGap Included

devinfulab(~.l)

U!(tl)
var e(~)
D74!
D802
D814
D903

-0.049993 0.025020 -1.998127 0.0457

Log likelihood
Parameters
Akaikeinfo criterion
Schwarzcriterion

-118.3898
17

2.603650
3.035906

Coefficient Std.Error z-Statistic Prob.

ChangeInf(t.l)
Changeh42)

0.247027
-0.425431

0.078421
0.083324

3.149998
-5.105754

0.0016
0.0000

ChangeRimp(~)
ChangeRiInp(~.l)
ChangeRimp(~.2)

-0.037679
0.084600

-0.018102

0.012738
0.017676
0.015724

-2.957988
4.786021

-1.151263

0.0031
0.0000
0.2496

ChangeRfe(~)
ChangeRfe(~4)
ChangeRfe(~2)

0.500957
-0.690934
0.170809

0.101918
0.153574
0.134172

4.915274
-4.499027
1.273062

0.0000
0.0000
0.2030

(busout-pothusout)(~) 7.543822 2.881355 2.618151 0.0088
(nonbusout-potbusout)~ -3.217646 17.82164 -0.180547 0.8567

-0.574231
-0.598055
0.003535

-0.004776
0.003449
0.004000

0.110106
0.154536
0.001191
0.006959
0.001159
0.001088

-5.215255
-3.869996
2.966992

-0.686341
2.975765
3.676758

0.0000
0.0001
0.0030
0.4925
0.0029
0.0002

Final State RootMSE z-Statistic Prob.
logpotbusout(19991V) 8.925441 0.007809 1142.922 0.0000
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Table 2
Changein Inflation

NonbusinessOutput Gap Excluded

Coefficient Std. Error z-Statistic Prob.

Change1141) 0.224894 0.078064 2.880901 0.0040
Changeinf~t.2) -0.407815 0.081613 -4.992104 0.0000

Changerimp(~)- -0.037815 0.012972 -2.915180 0.0036
Change rimp (t-1) 0.083722 0.0 17868 4.685652 0.0000
Change nmp(t.2) -0.016037 0.015432 -1.039208 0.2987

Changerfe(~) 0.498445 0. 101673 4.902436 0.0000
Changerfe(~l) -0.673297 0.151561 -4.442416 0.0000
Change rfe(~.2) 0. 149449 0. 125753 1.188437 0.2347

devinfulab(~) -0.050302 0.024214 -2.077353. 0.0378

(busout -potbusout)(~) 7.210295 2.717842 2.652949 0.0080

U1(t.j) -0.558310 0.115032 -4.853518 0.0000
vare(~) -0.611063 0.152201 -4.014835 0.0001
D74l 0.003464 0.001338 2.797161 0.0052
D802 -0.004201 0.007214 -0.582404 0.5603
D814 0.003387 0.001221 2.773506 0.0055
D903 0.003995 0.001133 3.525170 0.0004

FinalState RootMSE z-Statistic Prob.

logpotbusout(19991V) 8.924873 0.007968 1120.092 0.0000

Log likelihood -118.554!
Parameters 16
Akaikeinfo criterion 2.587580
Schwarzcriterion 2.994409
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Figure1. Tobin’s Q* Peakedin 2000Q1andWill Continue to Fall in 2001
‘Tobina q isthemarketvalueofdebtandequity

dividedby the the replacement value ofassetslessnondebtliabilities of nonfinancialcoeporations
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Figure 2. Actual Business Output is Above Potential Output
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The Outlook for Productivity Growth: Are We in a New Economy?

RobertW. Arnold
MacroeconomicDivision

CongressionalBudgetOffice

Whetheryoubelievethatyouarein a“New Economy” dependson whatyoumeanby theterm—it
meansdifferentthings to differentpeople. I’ll take it to describetheextraordinaryconfluenceof
goodeconomicnewsduringthe secondhalfof the 1990s. This batteryof goodnewsincludes
rapid economicgrowth,a falling unemploymentrate,robustproductivitygrowth,declining
inflation, andverystrongbusinessinvestment,with a decidedtilt towardinformation technology
(IT) goods.

Twiceeachyear,CBOassemblesaneconomicforecastandprojectionthatis usedasinput tothe
agency’sbudgetprojections.SinceCBO’s mandateis toproducenonpartisananalysis,the
economicforecastis meantto reflect a consensusofprivateandgovernmentforecasters.The
currentforecastwasreleasedin July2000. In it, CBOprojectsthatgrowthin realGDPwill
moderateto a 2.7percentrateduring the2000-2010period,while inflation(measuredby theCPI-
U) averages2.6percent,and laborproductivitygrowsat a 2.2percentpace.I will talk abouthow
CBOarrivedatthoseprojectionsanddiscusswhethertheyreflecta NewEconomy.

Fundamentally,CBOprojectsthat realgrowthwill slowbecause,in theagency’sview,the
economyis operatingatahighdegreeof resourceuseandis strainingits productivecapacity.
Thisjudgementis based,in part,on theoutputgap, ordifferencein percentbetweenrealGDPand
potentialGDP(seeFigure 1). PotentialGDP, definedasthelevelof realGDP that is consistent
with stableinflation, is estimatedusingthenonacceleratinginflation rateof unemployment(or
NAIRU) asa benchmark.Basedonpastpatterns,a positiveoutputgapsuggeststhatgrowthwill
slow andthat inflationwill rise. Notethat potentialgrowthremainsfairly rapidin CBO’s
projection,averaging3.1 percentbetween2000and2010.

A DigressionontheNAIRU

TheNAIRU hasreceiveda lot of criticism lately—lowunemploymentcombinedwith falling
inflation will causethat. Somearguethat theNAIRU is lowerthan CBO’sestimate,which is 5.2
percentcurrently. Somearguethat theconceptshouldbe scrappedaltogether.AlthoughCBOhas
deemphasizedtheNAIRU in our thinking,it hasn’tjettisonedit completely. Thebasicstory
providedby themeasure—thatthe labormarketis tight—is confirmedby independentevidence.
Indeed,it would behardto believethat theNAIRU haspermanentlyfallenaslow as4 percent.

Onereasonnotto abandontheconceptoftheNAIRU (andtheunderlyingPhillips curvethatis
usedto estimateit) is that therehasbeena goodcorrelationovertimebetweentheunemployment
gapandchangesin inflation (seeFigure2). It’s not perfect,butno statisticalrelationshipis.
PerhapstheNAIRU is a victim of its success—itworkedverywell during thelate 1980s,andthat
might havefosteredunrealisticexpectationsaboutitsforecastingability. Peopleforgetthat the
unemploymentgapis but oneofmanyfactorsinfluencinginflation. However,themostimportant
reasonnot to abandontheNAIRU is that,unlike price-basedPhillipscurves,wage-basedPhillips
curvesarestill trackingthedatareasonablywell. Measuresof wagesand,toa lesserdegree,
compensationarebehavingaboutthewaythetheorywouldpredict(seeFigure3). Forthis reason,
CBObelievesthatno fbndamentalchangehasoccurredin theway labormarketswork.

NOTE: - RobertArnold is aPrincipalAnalystin theMacroeconomicAnalysis Division of theCongressional
BudgetOffice. Althoughthispaperdrawsonpublicationsby theCBO,theviewsexpressedarethoseof
theauthorandshouldnotbe interpretedasthoseof CBO.
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Therealpuzzleaboutthe late 1990sis why priceinflation remainedmutedin thefaceoftight
resourcesandacceleratinggrowthin compensation.CBO lookedfor factorsholdingdownprice
inflation, butnotwageinflation, andfoundseveralthatcouldbeinterpretedasbeneficialsupply
shocks:

o Import prices. The price of imported goods fell dramatically during the late 1 990s. By
itself, thatdeclinecouldhaveknockeda full percentagepointoff the inflation rateduring
the 1996-1999period.

o Computerprices. Thepriceindexfor computersandperipheralshasbeendecliningfor as
long asthedataexist,buttherateof declineaccelerateddramaticallydurir~gthelate
l990s. I’ll havemoreto sayon this later.

o Measurementchanges.TheBureauof LaborStatisticsintroducedahostof methodo-
logical changesin recentyearsthatreducedthemeasuredrateof inflation. Of course,
whenBLS changesits inflation formula,nominalspendingdoesnotchange.Sowhen
BLSreviseddowntheinflation rate,realgrowthwasrevisedup one-for-one.This hada
smallimpact,accountingfor about0.lpercentagepointof themissinginflation.

TheKey: ProductivityGrowth

Themostimportantfactorrestrainingpriceinflation is fasterlaborproductivitygrowth—faster
growthin wagesandcompensationdoesnothaveto feedthroughto pricesif productivitygrowth
increasesalso. Inflation is closelycorrelatedwithunit laborcost,whichis definedas
compensationperunit of output,andis calculatedascompensationperhourdividedby outputper
hour (seeFigure4). Therecentincreasein compensationgrowthdoesnotshowup inprices
becausefasterproductivitygrowthhelddownunit laborcost. Productivityhadbeengrowing
alonga fairly constanttrendof about1.4percentsince1973. During thelastfouryears,however,
it surgedto a rateof 2.7percent. And for theyearendingin the secondquarterof 2000,it spiked
to a 4.5 percentrateof growth(seeFigures5 and6).

Whenweprojectlaborproductivity, whatshouldwedo with thelastfour yearsof data?Should
we continuethatrecenttrend? Shouldwe ignoreit andgobackto the 1973-1995trend? Ourtask
is complicatedby thefactthatproductivitygrowth—includingthesourceofthepost-1973
slowdown—isnot well understood. If the economyis operating aboveits potential, then someof
theproductivitysurgeis cyclical andwill thereforereverseitself. Moreover, five yearsof datais
not enoughto reliablyestimateatrend. However,it couldbeearlyevidenceof areturnto the
glory daysof the 1950sand1960s.

CBOsearchedfor factorsunderlyingtheupswinginproductivitygrowthto determineif they
wouldpersist. CBOcameupwith threefactors,two of which relatetothediscussionaboutaNew
Economyandonewhich doesnot.~I’ll discusstheeasiestonefirst.

o MeasurementChanges.Themeasurementchangesdescribedearlierthatreduced
measuredinflation raisedthemeasuredgrowth rateandtherateof productivitygrowth.
By CBO’sestimate,thosechangescontributedabout0.1 percentagepoint to the
productivityacceleration—andtheyhadnothingto dowith theNewEconomy.

o CapitalDeepening.Oneimportantfeatureof therecenteconomicpictureis theboomin
business fixed investment. The neoclassical model of long-run growth implies that the
amount of capital per worker will correlate with productivity growth. That correlation
reflectstheeffect ofcapitalgoods,includingcomputersand other IT capital, beingused
to produceothergoods. Thecorrelationis hardto seein theyear-to-yearchangesin
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productivity andcapitalperworker. However,it is easierto seeoncethedatahavebeen
smoothed(seeFigure7). Partof thereasonwhy laborproductivitygrowth acceleratedis
becauseinvestmenthasbeenso strong. ByCBO’sestimate,capitaldeepeningaccounts
for 0.4 percentage point of the 1.1 percentage point surge in labor productivity.

o TheQuality ofComputers.Along withMacroAdvisers,Oliner& Sichel,Kevin Stiroh,
andRobertGordon,CBOattributessomeof theupswinginproductivitygrowthto faster
technicalchangein theproductionof computers.Evencasualobserversareawarethat
computershavebecomesteadilymorecapablethroughtheyears,with dramaticincreases
in speedandstoragecapacity.Thosequality improvementsrepresenthigherproductivity
in theproductionof computers(andtheir components)andshowup in thedataasfalling
computerprices.

Apparently,therewasa majorshift upwardin theproductivityofthecomputersector
duringthelate1 990s. Thepriceofcomputers,whichhadbeendecliningat a rateof
roughly 13 percentsincetheearly1970s,startedplungingatnearly30 percentstarting in
1996. It ispossibleto estimatethecontributionofthe declinein computerpricesto
productivitygrowthusingthemethodpioneeredby Kevin Stirohandtheother
researchers.By CBO’sestimate,fasterproductivitygrowthin thecomputersector
accountsfor 0.2percentagepointsof theoverallproductivityacceleration,aboutthesame
asthe estimatesmadeby theotherresearchers.

Evenafteraccountingfor thosefactors,CBOfoundadditionalgrowthin total factorproductivity,
sotheagencyboostedtheprojectedgrowthrateby 0.1 percentagepointto reflectthepossibility
that thereis a fastertrendin productivitygrowth.

CBO’s Projection

Theeffectsof eachof thosefactorsareoutlinedin Figure8, which showstheprojectionfor
potentiallaborproductivityfrom theagency’sJuly 2000forecast. Had CBOmerelycontinuedthe
trend that labor productivity hasbeenfollowing since1973,the agencywouldprojectit to growat
a 1.5 percent rate during the 2000-2010 period. Adding the effectsof capitaldeepening(which
depend on CBO’s forecast for business investment)raisestheprojectedgrowthrateby 0.4
percentagepoint. Theotherfactorsdiscussedabovecollectivelyaddanother0.4, raisingthe
projectedgrowthrateto 2.3percent.

Is this a NewEconomyprojection?Yes andno. It is a NewEconomyprojectionin the sensethat
it includesmostofthepost-1995accelerationin laborproductivity. However,it is notaNew
Economy projection in thesensethat investmentsin IT areboostingproductivitygrowth
elsewhere in the economy. Also, not all of thefactorsthatCBOhasidentifiedwill persist
indefinitely. For example, the increased pace of capitaldeepeningwill taperoff whenthe
investment boom ends.

Conclusion

CBOhasproducedamildly optimisticview of theoutlookfor theneweconomy. Onelesson:the
amountofuncertaintyassociatedwithmedium-termprojections,which is alwayshigh, is even
greaterthanusual.
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Figure 1: The Output Gap
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Figure 2: Labor Market Tightness and the Change in Inflation

Percent Percentage Change

Notes: Inflation measured using the GDP price index.

The unemployment gap is defined as the difference between the NAIRU and the
civilian unemployment rate.

67



Figure 3: Employment Cost Index

Percentage Change From a Year Ago
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Figure 4: Inflation and Unit Labor Costs

Percentage Change From a Year Ago

Note: Inflation measured using the price index for GDP in the nonfarm business sector.
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Figure 5: Labor Productivity and Trend
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Figure 6: Growth in Labor Productivity

Percentage Change From a Year Ago
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Figure 7: Growth in Labor Productivity and the Capital-Labor Ratio

Measured on a Year-to-Year Basis
Percentage Change
10

Measured Using a Centered 10-Year Moving Average
Percentage Change
3.6
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Output per Hour

Figure 8: Factors Affecting Labor Productivity

(a) Trend growth plus capital deepening plus the effect of adjustments for measurement changes,

computer quality, and the possibility of faster trend.

(b) Trend growth plus the effect of capital deepening.

(c) Trend growth in labor productivity.
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HEALTH SECTOR FORECASTING AN]) POLICY ISSUES

Chair: HerbertTraxier
Bureauof HealthProfessions
U. S. DepartmentofHealthandHumanServices

ForecastingPrescription Drug Utilization, Including the Impact of Medicare Expansion—
Abstract,
WalterBottiny andJimCultice,BureauofHealthProfessions
U.S.Departmentof HealthandHumanServices

TheDentalRequirementsModel (DRM): ForecastingtheDentistRequirementsfor Low-Income
Children,
JudithA. Cooksey,MD, MPH
GayleR. Byck, PHD, Universityof Illinois atChicago

ForecastingthePhysicianWorkforce,
RichardA. Cooper,MD, MedicalCollegeofWisconsin
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ForecastingPrescription Drug Utilization, Including the Impact of Medicare
Expansion

WalterBottiny andJamesCultice
Bureauof HealthProfessions,U.S.Departmentof HealthandHumanServices

As mandated by Congress, the Bureau of HealthProfessionsis currentlyconductinga studyto determine
whether,andto whatextentthereis a shortageof licensedphannacists.BHPrassessmentof theextentof
thepharmacistshortagewill includeaprojectionof prescriptionvolumein theyear2005. Thatprojection
will begeneratedfrom a modelthat accountsexplicitly for changesin demographicandhealth status
variables,andwill accountfor increasedprescriptionutilization dueto Medicareprescriptiondrug
coverage.Thispresentationwill discusstheprescriptionvolumeprojectionsandhow theywerederived.
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THE DENTAL REQUIREMENTS MODEL (DRM):
FORECASTING THE DENTIST REQUIREMENTS

FOR LOW-INCOME CHILDREN
JudithA. Cooksey,MD, MPH andGayleR. Byck, PhD

Illinois Centerfor HealthWorkforcesStudies,Universityof Illinois at Chicago

Introduction
The Dental Requirements Model (DRM) was
developedby VectorResearchIncorporated(VRI) in
1999 under contract with the Bureau of Health
Professionsof the Health Resourcesand Services
Administration (URSA). The model estimatesthe
dentistrequirementsto providecareto childrenwith
coverageby the State Children’s Health Insurance
Program (SCHIP or CHIP), a federal-statehealth
insuranceprogramauthorizedby Congressin 1997 as
Title XXI of the Social SecurityAct. A dentalneed-
basedmodel was developedsince the demandor
utilization of dentalcareby low-incomechildrenhas
beenfar belowthedesiredlevels.

This paper will review the policy purposeof the
model, then provide background on the dental
workforce, the eligible CHIP population, and
children’s dental health needs. The model will be
presentedwith indicationsof the model assumptions,
the userinputs, and the modeloutputs. A state-level
application of the model will be presented and
discussed using Illinois data. Potential model
enhancementswill bediscussed.

Analytic and Policy Purpose of the Dental
RequirementsModel
Children’s dental healthhas improved over the past
forty years, due to fluoridation, improved oral and
dental hygiene,better nutrition, and accessto dental
care. Although dentalcariesrates(decayedteethor
cavities) have declined, the most recent national
population survey documentthe continued presence
of cariesand substantialvariation in the numbersof
decayed teeth — with higher rates among older
children, ethnic and racial minorities, and low-
income children((Brown, et al., 1999;Vargas,et al.,
1998; Edelstein, 1995).Thus,thereis still significant
need for children for children to receive both
preventiveandrestorativedentalcare.

The Oral Health Initiative (OHI), a joint project of
HRSA andthe HealthCareFinancingAdministration
(HCFA) has identified dental caries as one of the
most common childhood health problems which is
progressiveand not self limited (US DHHS, 2000).
About 25% of children (principally low-income)

haveuntreatedcaries,and thesechildren haveabout
80% of the populationestimatesof untreatedcariesin
permanent teeth — a significant health disparity.
(GAO, 2000; US DHHS, 2000). Two federal
agencies,HRSA, with a commitment to accessto
care, andHCFA, the administratorof Medicaid,have
placeda highpriority on improving the dentalhealth
status of children at risk and a key strategy is to
increaseaccessto dental care. The recent Surgeon
General’s report on oral health noted ~the“silent
epidemic” of dental diseaseand the importanceof
oral and dental health to generalhealth status(US
DHHS, 2000).

Based on the national 1996 Medical Expenditures
Panel Survey, overall 43% of children had at least
one visit to a dentist, with an estimated 87 million
total visits, or 2.7 visits per child using services
(Edeistein,2000). Only about25% of childrenwith
Medicaidhavevisiteda dentistin a year (US DHHS,
2000). A key factor limiting Medicaid children’s
accesshasbeenthe low participationratesof dentists,
that is few dentistsacceptMedicaidcoveredchildren
in their practices. Studies have identified low
Medicaidpaymentratesas the most importantbarrier
for dentistsfollowed by billing and administrative
burdensand poor patient compliance with keeping
appointments(Centerfor ResearchandPublic Policy,
1999, Nainar, 1996; Venezie, 1993). Dentalpractice
in the US is a private practice model and most
dentistshavevery limited abilities to cost shift for
patientswho cannotpaythe costsof care.

When fully implemented, the CHIP program will
bring healthinsurancecoverageto over sevenmillion
childrenat or below200%of thepoverty level and in
48 statesthis will includedental coverage. During
1999, two million childrenhadbeenenrolledin CHIP
(Smith, 2000). With the low utilization rates of
dentalcareamong childrenwith Medicaid coverage,
therehas beenconcern about accessto dental care
servicesfor the CHIP-enrolledchildren.Particularly,
sincemany stateshaveimplementedCHIP througha
Medicaid expansion and/or are using the same
provider networks for CHIP andMedicaid children.
This concern led HRSA to commission the
developmentof the DRM to assiststate and federal
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healthpolicy groupsin planning for dentalcareneeds
for CHIP eligible children. While the model was
developed for estimating dentist requirementsfor
children with CHIP, it can also be usedto estimate
dentistneedsfor childrenwith Medicaid.

Dental Workforce
Over the last twenty years,therehas beena modest
growth in the dental workforce supply in the U.S.
with the count of active dentists increasing from
121,900in 1980, to 147,500in 1990,and154,900in
1996 (US DHHS,HRSA, 1999). However, in the
1990s, the increasein the numberof dentists fell
below the overall populationgrowth. Thus the ratio
of dentiststo 100,000went from 53.2 dentists per
100,000populationin 1980, to 58.7 in 1990,and to
58.1 in 1996. This ratio is projected to further
decline to 56 in 2000 to 55 in 2010. (ADA 1999)
This constrictionof the supplyof dentistis expected
to havea continuingnegativeeffecton accessto care
for low-income and other underservedpopulation
groups.

The most detailed data on the dental workforce
comesfrom theAmerican DentalAssociation(ADA)
which conducts surveys including a census of all
known dentistsin the U.S. (ADA membersandnon-
members),and annual surveys of dental practice
(ADA 2000). Of the estimated183,000dentistsin
the U.S. in 1997, 149,350were professionallyactive,
with the remainderretired,otherwisenot working in
dentistry,or with missingpracticedata(Table 1).

Of the dentists who were professionally active,
almost 93% were in private practice, others were
dental school faculty, employed by the armed
services, other federal, state,and local government
employees, in other health organizations, or in
graduate dental training. Eighty-one percent of
dentists practice as general dentists with the
remaining classified in the eight specialties of
dentistry.

A relevant point for the DRM model is the large
numberof generaldentists and the relatively small
numberof pediatricdentists, about2.3% of dentists
in private practice. The model allows users to
indicatethe estimatedvolume of dentalcareprovided
by general dentists and pediatric dentists by age
groupof children.

Table 1 ADA Censusof Dentists by Professional
Activity, 1997

DentistCategory No. of
Dentists

All dentists
183,000

ProfessionallyActive
149,350

PrivatePracticeDentists
138,449

Privatepracticedentistsin:

Generalpractice
112,190

Orthodontics
8,095 -

Oral & Maxillofacial Surg
5,179

Pediatricdentistry 3,305

Otherspecialties*
9,680

* Includesendodontics,periodontics,prosthodontics,

oral and maxillofacial pathology,and public health

dentistry.

Pediatric dentists are considered a specialty of
dentistry with training in the managementof children
with complex medical and dental conditions and
psychosocial needs, including children with
disabilities. Pediatric dentists also provide dental
care to healthy children, and they often locate their
practicesin metropolitanandsuburbanareas. There
is no source of data on the portion of children’s
dental care that is provided by the generaldentist
versusthe pediatric dentist. The major providerof
dental care for children at the national level is
expectedto be generaldentists. The model usesa
pediatric dental care default value of 100% for
children under 3 years of age and only 6.6 % for
otherages. This estimateis basedon expertopinion
andcanbevariedby theuserinput.

The ADA surveys of dentists in private practice
provide a useful sourceof information on the work
patterns of dentists and their productivity (ADA,
2000). The 1998 survey reported for dentists in
privatepracticean averageof 47.6weeksworkedper
year,with 36.9hoursper weekin theoffice, and33.4
hours per week in direct patient care. Dentists’
productivity, in terms of visits per year, varies
substantiallywith the use of dentalhygienists,with
2,640 visits per year for dentistswithout hygienists
and3,740for dentistswith hygienists. Currently the
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model assumesa 2,000hourwork weekalthoughthis
canbe variedandplannedmodel enhancementswill
probablyreflect a valuecloserto the ADA estimates.

The Population Eligible for the Child Health
Insurance Program (CHIP)
TheCHIPprogramwaspassedby Congressas ajoint
federal-stateprogram that required each state to
indicate whether the state would implement a
Medicaid expansion, a new program, or a
combinationof the two options. It was intendedto
provide health(and dental)insuranceto low-income
families who earned too much to qualify for
Medicaidbut could not afford to purchaseinsurance
coveragefor their children. Implementationof CHIP
has been slow, with about two million children
enrolled at some point during fiscal year 1999
(Smith,2000).

A study using national survey data found that
childrenwho wereuninsuredandCHIP-eligiblewere
different from Medicaid-enrolled and privately
insured groups of children in terms of
sociodemographic,family-level, and health status
characteristics(Byck 2000). This study found that
relative to the Medicaid-enrolled population, the
CHIP population is proportionately older, less
minority, more likely to live in suburbanand rural
areas,and live in better educatedand more two-
parent families; they are also in better health and
have fewer chronic health conditions and activity
limitations. Whencomparedto the privately insured
group,theCHIP group is morelikely to be Hispanic,
live in urbanareas,andalso live in householdswith
parents/guardianswho are less educatedand less
likely to both be employed,as well as in fewer two-
parentfamilies. With regardto dental healthcare
needs,CHIP children weresignificantly more likely
than Medicaid-enrolledchildrenandprivately insured
childrento experienceadelayor unmetdentalneed.

Variations in Children’s Dental Care Utilization
and Needsfor Care
Routine dental care for children includes screening
exams, preventiveservices (such as applicationsof
fluoride andsealants),and restorativecare (such as
filling decayedteeth). A standardmeasureof dental
careneedsis the assessmentof the numberof teeth
(T) or tooth surfaces (S) that are decayed(D),
missing (M) or filled (F). A dental exam can
providea DMFT score,for the numberof permanent
teeth that are decayed, fifled , or missing. The
percent of teeth that are decayed, and not filled,
indicatestheneedfor restorativecare.

National population surveys have noted a decline
over time in overall children’s population DMFT
scores,with a consistentlyhigherscore amongolder
children.For example,in 1963-70,the DFMT score
for children6 to 11 yearsof agewas 1.4with 36%of
the teeth being decayed,this declined to 0.6 with
25%decayedteeth in 1988-94. Among adolescents
aged12 to 17 years,the DFMT score was 6.2 with
27% decayedteeth in 1963-70 and 3.1 with 17%
decayedteeth in 1988-94(White, 1995).

The most recent national examination survey
(NHANES III, which was conducted from 1988
through 1994) found significant differences in
children’s DFMT scoreswith higher scoresamong
older children,ethnicand racial minorities, and low-
income children (Vargas, 1998). This finding also
heldfor thescoresfor dentalsurfacesamongprimary
and permanentteeth, the measureused in the DRM
as an indictor of restorative dental care needs.
Appendix I lists the decay levels by the eighty
populationsubgroupsfor the baselinedecayratesand
the expectednewdecayrates. TheNHANES III uses
the Mexican American group as the only identified
Hispanic populationsubgroup,with other Hispanics
populationsplaced in the “Other” category. Since
many statesdo not havea countof this subgroup,the
users will have to determinethe most appropriate
waytoinput their Hispanicpopulation.

TheDRM — Design,Inputs,andOutputs
The DRM is a spreadsheetmodel that estimatesthe
dentist requirements(generalandpediatric dentists)
for dental care using a backlog and maintenance
componentof children’s care. For each of eighty
populationsubgroups,the dental care need is based
on one check-upper year and the estimatedrate of
decayedtooth surfaces(primary andpermanent)that
needfilling, with ratesthat differ for eachof eighty
populationsubgroups.The NHANES III datais used
to estimatethe decayedsurfacesat baselineandnew
decayfor childrenfrom the eighty subgroupsderived
from five agegroups,four ethnic/racialgroups,and
four family incomelevels.

The model allows users to set a target for the
percentageof decayedsurfacesthat will be filled
(defaultvalueof 84% of tooth surfacesfilled) a rate
from NHANES III for populationgroup with thebest
treatmentscores. The annual check-up rate has a
defaultvalueof90%of children.

The dentists’ productivity is expressedas the time
neededper service expressedas parts of an FTE
basedon 2,000hours/year.This is estimatedfor each
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of threeservices— initial check-up,follow-up check-
up, andfilling a decayedsurface. Default valuesare
30 minutes for initial check-up, five minutes for
follow-up check-up, and fifteen minutesfor filling a
dental surface. The model uses an estimate of
existing dentists’ excess capacity to provide care
(defaultvalueof 1%), underan assumptionthat there
is a pooi of dentiststhat haveunusedcapacitywhich
whenpooledtogetheris the equivalentof 1% of the
FTE dentists. The model allows for the dental care
workloadto be split betweenpediatricdentists and
general dentists, with default values set at the
following for pediatric dentists- 100% of care for
childrenunderthreeyearsof ageandcarefor 6.6%of
thechildrenfor eachof theremainingagegroups.

Theuserentersthefollowing.
• the number of children in each of eighty

populationsubgroupsbasedon
o five agegroups: 0-3 years,> 3 to 6

years, > 6 to 10 years,>10 to 13 years,
and >13to 18 years,

o four ethnic/racial groups: Mexican
American,Non Hispanic (NH) African
American,NH White,andOther;

o four family incomegroupsbasedon the
federal poverty levels (FPL): 0 — 99%
FPL, 100-149% FPL, 150-199% FPL,
and 200+%FPL.

• four estimatesfor dentists
o the currentsupplyof bothpediatricand

generaldentists,
o the excesscapacityestimatesfor each

dentistgroup,
o the workloadmet by each dentistgroup

(generaldentistsandpediatricdentists),
o the FTE time allotted for eachof three

procedures (initial and follow-u~p
check-upandfilling a decayedsurface)

• targetvaluesfor
o percentof decayedsurfacesthat will be

filled, and
o percentof children who will receivea

check-up.

The output is presented as an estimate of the
requirementsfor dentists(FTE generaldentists and
pediatric dentists) to provide the backlog and
maintenancecare. The dental FTE is apportioned
betweenexisting dentists and new dentists. The
currentmodel doesnot allow any adjustmentfor the
estimatedpercentof dentistswho will providecareto
children with Medicaid or CHIP coverage,although
this is a plannedenhancement.

State-LevelApplication of DRM — Illinois
The DRJvI will be appliedto Illinois data, with the
following information provided as backgroundto be
used to assessthe model output. The supply of
Illinois dentistsis shown in Table 2, basedon data
obtained from the ADA and Illinois Medicaid
program. Note that the supplyof activepatientcare
generalandpediatricdentistsis 6,061 with only 140
pediatricdentists(about2.3%of dentists). Datafrom
the Illinois Medicaid program (which in Illinois
includesthe CHIP enrolledchildren) showsthat only
2,037 of these dentists have signed up to be
Medicaid/CHIP providers, with 1,594 having
submittedat least one claim, and only 740 having
submittedmore than 100 claims. Thus only about
26% of dentists provided any care and only 12%
provided the equivalentof care to more than 2
childrenperweek.

Table2 Illinois DentistInformation,1999/2000

Active Patient Care Dentists
(Generaland Pediatricdentistry) 6,061
GeneralDentists

5,921
Pediatricdentists

140
Medicaid/CHIP Participation by
Dentists
Enrolledas provider

~ 2,037
Submittedoneor moreclaims/year

1,594
Submitted one hundred or more
claims/yr 740

Therewerejust over 1.0 million Illinois childrenwith
family income levels under 185% of poverty, the
upper incomethreshold for CHIP eligibility. (The
population of the State is approximately 12.8
million). The estimated1.0 million childrenincludes
all children in this income category,regardlessof
insurance coverage (e.g. eligible and enrolled in
Medicaid or CHiP and privately insured children).
The Illinois children were apportionedinto the two
family income levels of themodel, (0-99%and 150-
199%), most closely alignedto the availabledatafor
Illinois. The ethnic/racial breakdown of the
NHANES data was applied to the actual counts of
Illinois childrenby age,sincedetailedinformation is
not currentlyavailablefor Illinois children. (Seethe
DRM model summary, in appendix 2, for this
information).
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The model was run using all default values. The
printout of the model inputs andoutput is shown in
appendix2. The model estimatesof the numberof
dentiststo provide thebacklogcareat entranceinto a
program for the 1.0 million children to be the
equivalentof 384 FTE dentists (split as shown
betweengeneraldentistsandpediatricdentists). The
model estimatesthat existingdentistscould provide
the equivalentof 60 FTE dentists(enteredby useras
excesscapacityo existing dentists)and that the net
new requirements would be 324 FTE dentists.
Realistically, it is expectedthat the backlog dental
care would be spreadover severalyears as children
enteredtheprogramin an incrementalfashion.

Formaintenancecareof children in the program, the
model estimates that 103 FTE dentists would be
required. it estimatesthat the equivalentof 60 FTE
dentistscould be obtainedfrom existingdentistsand
that 43 new dentistswould have to be addedto the
statedentalworkforce.

The following discussion will focus on the
maintenancerequirements.For the discussion, we
will not assumean excesscapacity, so all needed
dentists will be new. Severalconsiderationsof the
model design and assumptionswill be discussedto
assessthe model outputs. First, the 103 FTEdentists
per 1.0 million childrenwould yield about 1 dentist
per 10,000 children— a high numberof childrenper
dentist. As a point of reference,an area may be
designatedas a dentalshortageareaif thepopulation
to dentistratio is higherthan 4,500populationto one
dentist.

The model estimatefor dentist requirementsreflects
the relatively low intensity of care that the model
assumesfor maintenancecare— one check-upvisit
(with an estimate,of five minutesof dentisttime) and
an averageof less than 1.0dentalcariessurfaceto be
filled per child (with a time estimateof 15 minutes
of dentisttime). The model also assumesa 2,000
hourwork year for dentists,a high estimatebasedon
ADA surveys. In addition, thetime estimatesfor the
dental services may not be sufficient for Medicaid
and CHIP children, where their high needs may
requiregreatertime estimates.

This model doespresentan estimate for state-level
planners that can be modified with changes in
existing user inputs to the model. The estimateof
about100 FTE dentistsmay be an underestimate,but
is expected to be in a range considered as a
reasonableestimate.

Model Enhancements
The modeldevelopers(VRI) andHRSA are planning
to revisethe model and to addmodel enhancements.
Theseareexpectedto includesomeofthefollowing.
With regard to the population groups, the family
income groups may include a category at 133% of
FPL since this is a common cutoff for Medicaid
programs, and consequently the CHIP eligible
groups.

With regard to dental productivity several changes
are being considered. The estimatesof work hours
per FTE dentist will be revisedto the ADA survey
findings. Time estimatesfor services are currently
userinputs,andusersmay be encouragedto consider
modifying their inputs basedon staffing information
(e.g. dental hygienists in dental practices) or
increasingthetime allotted for specialcareneedsof
the children, or feedbackfrom practicingdentistson
theirtime allotments.

The backlogconceptwill be revisedto recognizethat
changesin children’s utilization will be incremental.
Many states have set targets for changing the
utilization rates for their children over threeto five
years. The ability of states to recruit dentiststo
providecarefor the CHIP andMedicaidchildrenwill
require both recruitment of new dentists and
recruiting greater numbers of existing dentists to
participate in these programs. The dentists’
participation will be affected by the states’
reimbursementrates.The model may considera way
to allow users to include reimbursement rates,
commonly expressedas the percent of the usual,
customary, and reasonablerate, or a percentof the
ratesestablishedby dentalreferencegroups.

Conclusions
The DRM representsa potentially useful tool for
state level planning for increasingaccessto dental
care andestimatingthe dental workforce needs. It
comes at a critical time as many states have
recognizedtheir poor performancewith low dental
utilization rates among children with Medicaid.
Statesare taking steps to try and improve access
through greater program participation by dentists.
The model will allow for estimates of the
requirements of dentists with many variations in
assumptionsand inputs that can be tailored to the
circumstanceswithin the state. Further model
enhancementswill improve the usefulnessof the
model.
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Appendix 1. Decay levels by Population Category for the DRM
Decayed Surfaces Filled Surfaces
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FORECASTING THE PHYSICIAN WORKFORCE
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I. QUANTITATIVE MODELS

In 1933, theCommitteeontheCostsof
MedicalCare(CCMC)publishedits historic
treatiseentitled,TheFundamentalsofGood
MedicalCare,describingthe dimensionsof the
physicianworkforcein precise,quantitative
terms(1). The CCMC’s approachsystematically
measuredtheprevalenceof disease,determined
theexactnumberof physicianencounters
requiredforeachanddesignatedthetime(in
minutes)for eachencounter.Its uniqueand
enduringcontributionwasto establishtwo basic
tools for workforceanalysisthatdominated
thinking for theremainderofthe

20
th Century:

reconstructingthesystemfrom its component
partsandquantitatingthepartsusingthemetric
oftime.

Applying thesetools, theCCMCconcluded
that,in the aggregate,goodmedicalcarein 1929
requiredexactly283,131hoursof physician
time, which theyequatedto 140.5physiciansper
100,000of population,a figurethatwas10%
greaterthantheexistingsupply.

Almost halfa centurylater,theGraduate
MedicalEducationNationalAdvisory
Committee(GMENAC) reachedinto thepast for
a modelthat it coulduseto determinethe
numberofphysiciansthatwererequiredin each
ofthespecialties(2). While retainingthe
CCMC’s core methodologic tools, it modified

theapproachto createits “adjustedneeds
model.” However,likethe earliermodel, its
dependenceon disaggregatingandreconstituting
theuniverseof care,coupledwith itsneedto
assignthemetric oftime to boththeelementsof
careandtheeffort ofphysicians,seriously
handicappedits ability to determinewhat
actuallywasoccurring. But GMENACwentone
stepfurther. It proceededto extrapolateits
calculationstwentyyearsinto thefuture,
predictingthattherewouldbe a surplusof
145,000physicians(30%) in theyear2000.
Althoughthis predictionprovedto beexcessive,
it hashada pervasiveandcontinuinginfluence
onhealthpolicy discussions.

With the increasingavailability of data
aboutclinicalpracticein theearly 1 990s,
GMENAC’s successor,theCouncil on Graduate
MedicalEducation(COGME), adoptedthe
demand-utilizationmodelfor workforceplanning
(3). Ratherthanrelying on epidemiologicdata,
it assessedtheneedforphysiciansbasedon
actualmeasurementsof servicesprovided,
drawingupontheresourcesof nationaldatabases
suchastheNationalAmbulatoryMedicalCare
SurveyandMedicareclaimsdata. However,like
its predecessors,it attemptedto recreate
physiciansfrom their componenttasksandto
standardizethemby applyingthemetric oftime,
andit, too, failed. Forexample,only six years
ago,theCOGMEprojectedthat therewouldbea
surplusof 80,000physiciansin theyear2000,
including a47%surplusof specialists(4).

As managedcareemerged,a newavenueof
analysis,the requirementsmodel,appeared.It
wasbasedon physicianutilization in staff/group
modelHMOs. Theseseemingly“closed
systems”should,it wasreasoned,beableto
accountfor all ofthecareprovidedandall of the
time necessaryfor physiciansto provideit.
However,theliMOs fromwhich thismodelwas
built representa smallandshrinkingsegmentof
clinical practice,andtheassumptionsand
extrapolationsrequiredto describetheentire
systemfrom this narrowpedestalare
complicatedandtenuous.As aresult,the
conclusionshavebeenfar fromthemark.
Indeed,in whatwascharacterizedas“themost
completeforecastto date,”carriedout on behalf
of COGME in 1994,Weinerpredictedasurplus
of 165,000physicians(30%)in theyear2000,
including a 64%surplusof specialists(5).
Combinedwith COGME’searlierpredictions,
theseprojectionsled to a call for theclosureof
20 US medicalschools,a sharpdecreasein
specialtytrainingandthecurtailmentof funding
for internationalmedicalgraduates,measures
thatwerepartially addressedin theBalanced
BudgetAct of 1997.

Thus,beginningwith theCCMC’s reportin
1933 andcontinuingthroughGMENAC’s in
1980to COGME’s variousreportsandstudiesin
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the 1990s,assessmentsofthephysician
workforcehavebeendominatedby a linear,
mathematicalmodeof thinking basedon
dissectingandreconstitutingthehealthcare
systemandstandardizingits components
accordingto themetricoftime. Theerrors
associatedwith applyingthis processto a
multiplicity of diseases,anarrayof servicesand
a diversityofbothpatientsandphysiciansare
enormous.Usingit toprojectfutureneeds
furthercompoundstheerror,oftenin waysthat
arenotapparentin thefmalproduct. Indeed,it
seemsclearthatphysiciansurplusesin therange
of 15-30%thatwereprojectedby these
quantitativemethodsfor theyear2000 arenot
consistentwith thecurrentrealities.

II. THE “TREND MODEL”

TheTrendModel,presentedbelow,offersan
alternativeto the“quantitativemodels”discussed
above. It is constructedaroundtheprinciples

of assessingthetrendsthataffectthesupplyof
physicians and the demand for theirservices.

Thedominanttrendis theeconomy. Even
in 1933,theCCMC recognizedthat“compelling
economicforces”influencethenumberof
physicians(I). Theseforcesactnotonlyin a
directway but alsoindirectly by influencingthe
developmentandutilizationof technologyand
thestructureof systemsof healthcaredelivery
andfmancing.

The othermajortrendsinfluencingdemand
arepopulationgrowthandculturalattitudes
towardhealthcare. Trendsthatinfluencesupply
includephysicianproductivityandattritionand
theprovisionof “physicianservices”by
nonphysicianclinicians(NPCs). In addition,the
impositionof externalconstraints,through
controlson trainingor financing,may,atleastin
theshortterm,overridethenaturalevolutionary
processes.

SUPPLY

The startingpointin theTrendModel is an
estimateof thephysicianlaborforce. Theyear
1990hasbeentakenas the“baseyea?’ for this
andotherelementsof themodel. Therefore,
physiciansupplyis estimatedfrom 1990
forward. All activephysiciansare counted,
irrespectiveof thenatureoftheir activity or the
extentof their work effort. Thisrecognizesthat
physiciansservevaryingrolesandthatthemix
of rolesandtimecommitmentto eachchange
overtime. Theserolesincludenotonly the
traditionalonesofdirectpatientcare,teaching,
researchandadministrationbutotherrolessuch
asparticipationin pharmaceutical,biotechand
medicalequipmentcompanies;medicaldirection
ofinsurancecompanies,healthplansand
managedcareorganizations;roles in professional
organizations,regulatoryagenciesandpublic
healthdepartments;andothers. It also
recognizesthatphysiciansdiffer in thetimethat

theydevoteto professionalactivities andin the
efficiencywith whichthey accomplishtheir
professionaltasks. Therefore,physiciansupply
is expressedasaheadcountratherthanasa
derivednumberofFTEphysiciansrelatedto
certaintasks. Measuresofphysiciansupplyare
obtained from sources suchastheAMA Master
File, specialtysocietyrecords,recertification
data, etc. Differences among the data from these
varioussources(whicharecommon)are
reconciledin orderto makefmal estimates.

SUFFICIENCY

The levelof supplythat is estimatedin this
mannercannotbetakenasanormativevalue
from which future supplyis projected.Rather,
this level mustbeinterpretedin thecontextof
theutilizationofphysicians(job opportunities,
desirefor additionalworkload,etc.) andthe
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adequacyofservicesbeingprovided(waiting
times,unmetneeds,excessiveservices,etc.).
Informationregardingphysiciansis derivedfrom
surveysandconsensuspanelsandfrom data
providedby grouppracticesandother
organizationsthatemployphysicians. Several
professionalsocietiesroutinelyconductsuch
surveysoftheir members,andsomealsosurvey
graduatingresidents.Informationconcerning
patients’perceptionsof theadequacyof
physiciansupplyare obtainedfrom theNational
HealthInterviewSurveyandsurveysperformed
by public policy andconsumeropinion
organizations.

TRENDS

Projectionsofthefuturephysicianlabor
forcearebasedon sixmajortrends. Three
(productivity,attritionandsubstitution)directly
affecttheavailablesupplyof services.Two
(economyandculture) arethepillars of future
demand.The final one(population)is both
fundamentalto demandandintrinsic tothe
model,whichexpressesbothsupplyanddemand
inpercapitaterms. However,beforediscussing
thesesixtrends,two trendsthatare commonly
associatedwith thedemandforphysiciansbut
thatarenotseparatelyincludedin theTrend
Model requirecomment.Theseare technology,
andtheagingpopulation.

Technologyis notseparatelyconsidered
becauseit is principally a functionof the
economy.An expandingeconomyhasthe
resourcesto investin technology,anda
prosperousnationhastheresourcesto purchase
theproductsoftechnologicaldevelopment.
However,while associatedmoststronglywith
economictrends,thegrowthoftechnology
influencesothertrends.Forexample,some
technologiesfacilitate thesubstitutionof
generalistsfor specialistsor of NPCsfor
physicians. In addition,theprominenceof
technology,coupledwith thepromiseof future
technologies,contributesto a culturethat is
willing to devote increased resources to health
care. Thus,althoughnot separatelyconsidered,
technologyin prominentin theTrendModel.

Agingofthepopulationcreatesa reservoir
of diseaseanddisability thatdemandsmedical
care. In somecases,this representsa net
increasein demand,while in othersit is the
defermentof carethatotherwisewould have
beenprovidedat a youngerage. But, aswith
technology,thequantityof carethatresultsis
ultimatelydeterminedby theresourcesthatare

available(6), which,in turn, dependon thestate
of theeconomy. Therefore,aging isnot
separately considered.

PopulationTrends

Populationis a critical componentofthe
TrendModel. Dataandprojectionsregarding
populationarederivedprincipally fromthe
BureauoftheCensus.Unfortunately,political
considerations require the Bureau to under-report
theUS population.Moreover,thetrendhasbeen
for theBureauto increaseitsprojectionsof the
futurepopulationovertime.

Populationtrendsdependprimarily onbirth
rateandimmigration.Thereis a greatdealof
uncertaintyregardingfuturebirth rates,
particularly sincetheydiffer amongethnic
groups.Forexample,thebirth rateof the
Hispanicpopulation,themostrapidlygrowing
segmentoftheUSpopulation,hastendedtobe
higherthanthe norm,but it is uncertainwhether
thiswill continueorwhetherHispanics(and
certain other immigrantgroups)will adoptthe
lowerbirth ratesofthepopulationoverall.

Immigration has been constrained in recent
years. However, the current labor shortage,
coupledwitha falling ratio of workerstoretirees
at a timewhentherearegrowingpopulationsin
manyless developedcountries,is leadingto calls
for moreimmigration. Therefore,thepopulation
estimatesappliedto theTrendModelhavebeen
modified upward from those of the Census
Bureau to adjust for under-reporting and to
includethe likelihoodof higherratesof
immigrationoverthecomingyears.

ProductivityTrends

Productivityis influencedby boththe
professionaltime andwork outputofphysicians.
Amongthe trends influencing productivity are
gender,age,life-style, employmentstatusand
efficiency. Thesearenotindependentvariables
but, rather,areinterconnected.TheTrendModel
assessestheimpactof thesevarioustrendson
overall productivity relative to the productivity
of physiciansin 1990. In addition,because
residentsaccountfor suchalargeportionof the
physicianworkforce,adjustmentsaremadefor
their productivityrelativetothatof fully trained
physicians.

Gender:Womenphysicianshavetendedto
work approximately15% fewerhoursandto see
15% fewerpatientvisitsthanmalephysicians.It
is assumedthat thesamedifferencesapply to the
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nonclinical rolesthatphysiciansserve. More
than40% of currentresidentsarewomen,and
theTrendModel assumesgradualtransitionto a
physicianworkforcethatis almost50%female.

Physicianage:On average,physiciansover
theageof 55 work 10%fewerhoursthan
physicianswho areless than45 yearsold. The
averageageofphysiciansis increasingasthe
cohortof youngphysiciansthatwasgenerated
by medicalschoolexpansionin the1970 comes
into equilibrium. Beginningin 2010,thenumber
of newphysicianswill approximatelyequalthe
number leaving theworkforcedueto deathand
retirement.

Ljfe-style:Thereis a trendforall physicians,
maleandfemale,to workfewerhours.This is
attributedtotheir greateremphasisonpersonal
time. It is assumedthatthis trendwill continue.

Employment:Physicianswho areemployees
of organizationstendto workfewerhoursthan
physicianswho areself-employedorwho have
anownershippositionin their organization.The
trendhas been for an increasing percentage of
physicians to be employed. This may relate in
partto life-styleandprofessionalconsiderations,
but it is alsoinfluencedby theneedto capitalize
clinical practices.

Efficiency:Thereisabroadtrendtoward
increasedproductivityin theUS laborforce,
relatedprincipally to informationand
technology.It appearsthatmedicalcarehasnot
sharedin this increaseto theextentexperienced
in othersectorsof theeconomy. However,it is
likely that it will astheuseof computerized
medical recordsandothertoolsof information
managementbecomemoreprevalentandasthe
technologyofmonitoringandcommunicating
with patients advances. To some extent, this
trend counterbalances those described above.

Residents:Residentsaccountfor
approximately 15%of activephysicians.
However,their work effort is less. Previous
studieshaveassumedthattheproductivityof
residentsis 35%-75%thatof afully trained
physician. TheTrendModel countsresident
effort in variousspecialtiesat 40-70%ofthe
effort ofpracticingpatientcarephysicians(7).

Attrition Trends

TheTrendModel includesseparatetrends
for deathratesandretirement.Deathratesare
takenfrom actuarialtables. Themajorvariable
is attrition. Trendsin attritionareassessed
throughinformationobtainedfrom surveys

(asperiodicallyconductedby theAMA,
recruitingfirms andprofessionalassociations),
from recertification data andfromthe
membershiprecordsof professionalsocieties.
Recentsurveysindicatethatphysiciansare
leavingtheir professionalrolesatearlierages
andthattheyaremorelikely to do so inthe
future. Trendsin theattritionofNPCsare
assessedusingdataobtainedfrom surveys
conductedby theBHPrandby therelevant
professionalassociations.

Substitution Trends

“Nonphysicianclinicians” is aterm appliedto
a groupof licensedprofessionalswho havein
commontheauthorityto bethepointof first
contactforpatients,to taketheprincipal
responsibilityfor thecareofpatients(underat
leastsomecircumstances)andto provide
elementsof carethat fall within thespectrumof
“the practiceofmedicine.” Theseprofessions
includenursepractitioners(NPs),clinical nurse
specialists(CNSs),certifiednurse-midwives
(CNMs),physicianassistants(PAs),nurse
anesthetists,optometrists,podiatrists,
psychologistsandthealternativedisciplinesof
chiropractic,acupunctureandnaturopathy.

A confluenceofdynamicshaspropelledthe
growth of many of these disciplines, both in
numbersofpractitionersandin theirlicensed
scopeofpractice(8,9). At thesametime,
technologyhasallowedpreviouslycomplex
procedurestobecomesaferandmorereadily
delegatedto NPCs,andsystemchangeshave
furtherfacilitatedthedistributionof
responsibilityfromphysiciansto NPCs.The
growthlimits ofthisphenomenonarenot clearly
defined,butthetrendsseemclearlyestablished.

While thereis increasingoverlapbetween
physiciansandNPCs,thework-scopeof NPCs
doesnotfully overlapthatof physicians,nor do
NPCscollectivelyencompasstherangeof
practiceof physicians.Rather,theytendtotreat
conditionsthatarelesscomplexandto provide
servicesthataremoreroutine. Moreover,NPCs
generallywork fewerhoursthanphysicians.
Therefore,the substitutionofNPCsfor
physiciansis noton thebasisof asimplehead
count. Rather,specificsubstitutionratios take
into accountthedegreeof overlap,the
comparativehoursworkedandtheefficiencyof
deliveringservices. Theseratiosarebecoming
largerasthetraining andlicensedauthorityof
NPCsexpands(9).
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EconomicTrends

The dominantfactor in thegrowthof
demandfor physiciansis theoverallgrowthof
theeconomy,asmeasuredby indicessuchas the
grossdomesticproduct(GDP),personal
consumptionanddisposableincome. Figure 1,
which is derivedfro theOrganizationfor
EconomicCooperationandDevelopment
(OECD), demonstratesthis trendamong
seventeenmembernationsovertheperiodfrom
1960to 1997. Excludedfrom thisanalysisare

350

300

Japan,with a systemthatbearslittle resemblance
to thatoftheothercountries,andthefour
Mediterraneannations(Italy, Greece,Spainand
Portugal)thatproducephysicianswell beyond
their capacitytoutilize them.

Therelationshipbetweenphysiciansupply
percapitaandGDP percapitais similar among
thesecountries. EvenTurkey,whosepercapita
GDP in 1997was lessthanthatoftheUS in
1960, follows thesametrendline. However,
therearetwo importantexceptions.Thefirst is
the UK, which hastraditionallyconstrained

Figure 1
GDP and PHYSICIAN SUPPLY
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physiciansupplyandnow facesaphysician
shortage.Thesecondis Canada,whichbeganto
constrainphysiciansupplyin theearly 1990sand
is alsoexperiencingaphysicianshortage.

While thesetrendshavesimilar slopesthey
displaydifferentabsolutemagnitudesof supply
at anylevelof GDP. This mayrelateto
differencesin work effort ofphysiciansamong
countries.Howeverit alsomayrelateto
differencesin cultureandmores.

A similar trendwasobservedwhentheper
capitaincomeof all 50 stateswascomparedwith
thepercapitasupplyof physiciansfor a single
year (1996)(Figure2). Moreover,whenthe
grossstateproduct(GSP)ofeachstatewas
plottedagainstthestate’spercapitaphysician
supplyovertheperiodfrom 1983to 1997,a
family of trend linessimilar to thosedepictedin
Figure 1 was obtained (data not shown). Like
the international comparisons, there were
importantexceptions. California,Arizonaand
Nevadafolloweda patternsimilar to thatof
CanadaandtheUK, withrelativelyflat trend
lines overthefourteen-yearperiodof
observation.

Figure3 showsa moredetailed
representationoftherelationshipbetweenGDP
andphysiciansupplyin theUS overtheperiod
of 72 yearsfrom 1927 to 1999. Thisanalysis
utilized economic datafrom theBureauof
EconomicAnalysis(BEA) anddataonthe
supplyof activephysiciansfrom theBureauof
HealthProfessions(BHPr). Also shownis the
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Figure 3

projectedsupplyofphysiciansduring theperiod
from2000to 2020,aspublishedpreviously(10).
This isplottedagainsta projectedpercapita
GDP thatfollows anannualgrowthtrendof
2.0%per in inflation-adjusteddollars.

A numberof observationscanbemadefrom
Figure3 thatare relevantto theTrendModel.
First, a generalrelationshipbetweenGDP and
physiciansupplycanbe tracedbackto 1927.
Second,duringtheperiodbetween1940 and
1965 therewerefewerphysicianspercapitathan
would havebeenpredicted. Thiscoincidedwith
a growingperceptionof aphysicianshortagethat
culminatedin federallegislation,leadingto an
expansionof USmedicalschoolsanda
relaxationin theimmigrationbarriersfor foreign
physicians.Physiciansupplywasre-established
atthetrend line by 1980but deviatedin the
directionof oversupplyin theearly1 990sbefore
returningto thetrendline in 1999. This is
consistentwith thecurrentperceptionthat,
despitepocketsofover-supplyandunder-supply,
physiciansupplyanddemandarein balance(7,
11). Finally, theperiodfrom 2000to 2020
recapitulatestheearlierperiodof aphysician
shortagethatwas experiencedbetween1940 and
1960.

Fromtheseandotheranalyses,a
relationshipbetweenGDPandphysiciansupply
wasdefinedthatpredictsthatforevery 1.0%
increasein GDP percapitatherewill be a 0.6%
increasein physiciansupplypercapita. This is
less than the national income elasticity ofhealth
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care,which is approximately1.5%(12, 13).
While therelationshipbetweenGDP and

physiciansupplypertainsto physiciansupply
overall, it doesnotapplyequallyto thevarious
specialties.For example,general/familypractice
displaysno suchrelationship.Indeed,theratio
of primarycarephysiciansto populationhas
beenconstantfor 50 years. The steepestslope is
displayedby themedicalsubspecialties,while
surgeryis intermediate.

TherelationshipbetweenGDP andphysician
supplythatwasdevelopedfrom Figure3 and
relatedstudiesis projectedasthe “GDPDemand
Trend” inFigure4. Thisrepresentsthedemand
for “physicianservices”irrespectiveofwhether
theseservicesare providedby physiciansor
NPCs.

Cultural Trends

TheintemationaldatainFigure 1, aswell as
similarly constructedstatedatadescribedabove
butnot shown,displayparalleltrendlines
relatingphysiciansupplyto GDP (or GSP),each
witha highcorrelationcoefficientoverlong
periodsof time. However,theabsolutelevel of
supplyin thevariouscountriesor statesdiffers at
eachlevelof GDP (or GSP). As notedabove,
this maybe dueto differencesin thework effort
ofphysicians,particularlyamongcountries.
However,it alsomayrelateto differencesin
culturalvaluesandexpectationsandin theway

thatcommunitiesorganizetheft healthservices.
The levelof healthcareexpendituresandof

physiciansupply in eachgeopoliticalregion
appearsto bedeterminedby theblendingof its
economicpotentialwith the“vision of a good
society”heldby its citizens(14). Thisblending
engagesthenaturaltensionbetweenpublic

~Solicy,capitalmarkets,govermnentalregulation
andindividualaction,aprocessthatArrow has
termedthe“socialadjustmenttowardoptimality”
(15). It is thisprocessthatultimatelygovems
resourceallocationandincomeredistribution.
Thestrikingobservationwith respectto the
relationshipbetweenGDP andphysiciansupply
ishow stabletheserelationshipsare withineach
regionoverlongperiodsoftime.

CONSTRAINTS

In usingtrendsto projectthefuture, it is
assumedthattherewill be anaturalevolutionof
the currentfiscalandorganizational
characteristicsof thehealthcaresystemandof
thesocietalfabric in which it exists. These
characteristicsincludeanemphasison
technologyandspecialization,aresponsiveness
to consumerdemandandanexpandingportion
of theGDP devotedto healthcare. While some
havechampionedall of theseas desirable,others
haveurgedareversalof thecurrenttrendsby
slowingtechnology,increasingtheemphasison
primarycare,curtailingconsumerdemandand

Figure 4
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redirectingnationalspendingto otherpriorities.
Attemptshavebeenmadeto controlcosts,

eitherby limiting thevolumeof serviceor the
levelofpaymentperunitofservice. Supply
constraintshavebeenintroducedthrough
measuresto restrictmedicaleducation,suchas
thosein theBalancedBudgetAct of 1997 andin
theCanadianmeasuresto decreaseclasssize
earlierin the 1990s. Theresultsof such
constraintsareapparentin the deviationfrom the
normof theUK, CanadaandCalifomia. While
theTrendModel is constructedaroundobserved
trends,it alsopermitsthe introductionoffiscal
andsupplyconstraintsanalogousto those
mentioned.

Althoughtherearemanyexamplesof
constraintsonhealthcarespendingandonthe
training ofphysicians,thetime-frameof these
constraintshastendedtobe short,rarely
encompassingasmuchas 10-20years.
Moreover,as evidentfromFigure3, constraint
tendsto be followedby excess,astheactual
supplyofphysiciansmovesaroundthetrendline
overlongperiodsoftime. Ultimately, thesupply
demandequilibriumis re-establishedatlevels
thatappearto correspondto predictionsbasedon
economics,cultureanddemographics.
Therefore,theuseofconstraintsin thismodelis
mostapplicableto short-termprojections.

FUTURE

TheTrendModel leadsto acalculationof
futurephysiciansupplyandthedemandfor
physicianservicesthatarea consequenceof the
varioustrendsthatareconsideredabove.

Supply

Futurephysiciansupplyis expressedasthe
numberof activephysicianswho will bein the
laborforcerelativeto thebaseyearof 1990. For
purposesof themodel,it is assumedthat22,000
newphysicianswill betrainedannually,ashas
beenthecaseoverthepastdecade.Thefuture
supplyofphysiciansis extrapolatedbasedon the
numberwhoarenowactive, thenumbernewly
trainedandthenumberwho will leavethe
professiondueto deathandretirement.This
numberis furthermodifiedby thetrendsin
physicianproductivity andin thesupplyand
substitutionof NPCs,asdescribedabove. These
variousadjustmentsleadto acalculationof the
magnitudeof theeffectivelaborforce(including
bothphysiciansandNPC5) relativeto the
magnitudeof this laborforce in 1990.

Demand

Theterm“demand”is usedto describethe
projectedsizeoflaborforcethat will berequired
in orderto deliverthequantityof servicethat is
predicted,basedontheeconomic,culturaland
populationtrendsdescribedabove. As is true for
supply,future demandis expressedrelativeto
thenumberof activephysicianspercapitain
1990. It is this derivednumberthatformsthe
basisfor decisionsconcerningchangesin the
numbersof studentsandresidentswho mustbe
trainedin orderto createa supplythat satisfies
this futuredemand.

Limitations0/the “Trend Model

Like the“quantitativemodels”described
earlier,theTrendModelappliesacommon
metric. However, ratherthanapplyingthe
mathematicalmetric0/time to diseases,visits
andproviders,it dependson ananalysisof the
trendsthataffecttheprovisionandutilizationof
medicalservices. As aresult, thevarious
assumptionsusedarenotimmersedwithin a
multiplicity of timeassignmentsbut, rather,are
openandaccessible,therebyfacilitating their
modificationorreinterpretation.Theerrorof
this modelis fundamentallyaproductof the
errorsofthe individual trends,andtheseerrors
becomemagnifiedas thetimeprojected
lengthens.Moreover,in applyingthis model,the
time frameofthetrendsconsideredmustbelong
in relationtothetime-frameof theextrapolations
beingmade(13). Near-termprojections(3-5
years)candependon short-termtrends,but
projectionsthatarewithin thetime-frameof
importanceto trainingdecisions(10-20years)
requiretrendsthatspanmany years.

III. APPLICATION OF THE
TREND MODEL

Figure4 displaysanapplicationof theTrend
Modelto ananalysisofthephysicianworkforce
overthepastdecadeandaprojectionto theyear
2015. This is a multi-stepprocess.

Active physiciansupply: The first stepis a
representationof theprojectedsupplyof active
physicians.Thecurveshownin Figure4 was
constructedbasedona constantinputnew
physicians,adiscountedeffortby resident
physiciansandtrendsin attritionandpopulation,
as describedabove.
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Effectivephysiciansupply:Thesecond
step is thetranslationof activephysiciansupply
to “effective physiciansupply”by applyingthe
varioustrendsinproductivitydiscussedabove
andpublishedpreviously(10). The actual
calculationappliesthedecrementaleffort since
thebaseyear1990.

Effectivesupplyof physiciansand
nonphysicianclinicians: The effective
physiciansupplyderivedin steptwo is modified
by theadditionalcontributionmadeby NPCs. In
amannersimilar to thecalculationof the
decrementproductivity,this calculationof NPC
effort representsthe incrementaleffort sincethe
baseyear 1990. Thecontributionof eachNPC
disciplineisbasedontheprojectednumberof
practitioners(8) andsubstitutionratiosforeach.
Theserangefrom0.1 foroptometriststo 0.7 for
nurseanesthetists.Formostdiscipline,
substitutionratiosareincreasingovertheperiod
projected,basedontrendsin theftpractice
prerogatives(9). This combinedsupplyof
effectivephysiciansandNPCsrepresentsthe
projectedlaborforce devotedto “the practiceof
medicine,”aspracticedby physicians.

GDPDemand:The demandfor physician
servicesin thefutureis projectedbasedon the
assumptionthattherewill be acontinuationof
thetrendsthat relateGDP to healthexpenditures
(12, 13, 16) andto physiciansupply(Figs. 1-3).
Therelationshipthatwasappliedto themodel
(0.6%increaseinphysicianspercapitafor each
1.0%increasein GDPpercapita)wasderived
from Figure3. It is furthersupportedby a larger
bodyof dataoneconomiccorrelatesatthestate,
nationalandinternationallevels,eachspanning
15-35years.

Supply-demandrelationships: The data
andprojectionspresentedin Figure4 indicate
that,in absoluteterms,therehasbeenashortage
ofphysicianssincetheearly 1990s. However,
manifestationsof this shortagewereavertedby
thetraining andlicensureof agrowingnumber
of NPCs. In percapitaterms,physiciansupply
will rise slowly overthenexttenyears,after
whichit will declineasequilibriumis reached
betweenthenumberof traineesandretireesin
thefaceof a growingpopulation. Overthis same
periodof time, the economywill continueto

expandandtheportionof theeconomydevoted
to healthcarewill rise. At therateprojected,
healthcareexpenditureswill represent17%of
theGDPin 2020. However,undercurrent
training conditions,thesupplyofphysicianswill
not increaseproportionately.Eventheaddition
of largernumbersof NPCswith increased
practiceprerogativeswill fail to meettheneed.
Indeed,thegapbetweensupplyanddemandwill
progressivelywidenin theyearsafter2010.

IV. CONCLUSIONS

Studiesofthephysicianworkforceface
manyof thesamedilemmasthatwere
encounteredin thepast. Whatdiseasesand
treatmentmodalitieswill existin thefuture?
Whatvolumeof servicewill theygenerate?
How will thatneededcarebe fmanced?Who
will providethecare? And howmucheffort will
providerscommitto theprocess?Most
importantly,how strongwill our economybe
andwhatportionof thenationalwealthwill be
devotedto healthcareservices?All of these
considerationsmustbewoveninto modelsthat
set out to defmethe futurerequirementsfor
physicianservices.TheTrendModel attemptsto
do soby incorporatingthemajordynamicsthat
haveaffectedphysiciansupplyandutilization.

TheModelpredictsaphysicianshortage
beginningin 10-15yearsandincreasing
thereafter.This projectionis madeatatime
wheneducatorsandpractitionersareconfronting
anabundantsupplyofphysiciansin thefaceof
constrainedfiscalresources.It is noteasyto
planfor winterwhile in theheatof summer,or to
contemplaterecessionin themidstof prosperity.
But botharenecessary.So, too, is it important
to recognizethatpowerfuldynamicsthatspan
decadeshaveled to theconclusionthat,within
thenext two decades,this nationwill confronta
shortageofphysiciansin relationto the
potentialsof medicalcare,thedesiresofthe
publicandthecapacityof theeconomy.While
the longdurationofthis projectioninsulates
currenteducatorsandplanners,it is incumbent
onthemto beginnow to preparefor theneedsof
tomorrow(11). TheTrendModel is offeredasa
meansof definingthemagnitudeofthesefuture
needs.
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1 Introduction

Bovine SpongiformEncephalopathy(BSE), also known
as Mad CowDisease, is adiseasethat hasafflicted cows
in the U.K. for overa decade. It was first identified in
GreatBritain in November1986by pathologistsexam-
ining thebrainsfrom two cows. Thereis strongevidence
thatmeattaintedwith BSEcancauseCreutzfeldt-Jakob
Disease,aparticularform of ahumanprion diseasechar-
acterizedby forgetfulness,jerky movementsandchronic
dementia. The origin of the diseasein cattlewas not
clear,thoughtheorieson its spreadoftenfocusedon sup-
plementaryfeedcontainingcontaminatedmeatandbone
meal derivedfrom cattleand sheep. As aresult of the
BSE scare,many countriesbannedthe import of cattle
beef from the U.K. In responseto economicpressures
andto preventfurther spreadof the diseaseto humans,
the U.K. governmentintroducedvariouslegislativemea-
sures.

The U.K. governmentpassedmany legislative mea-
suresandamendmentswith threegoals:1) to eradicate
the diseaseby preventingits spreadto cattle, 2) to pro-
tectpublic healthand3) to preventtransmissionto other
animalspecies.In this study,we investigatethe success
of initiative (1) by looking at the effect governmentleg-
islation aimed at preventingspreadof the diseasehad
on the the numberof confirmedcasesof afflicted cows.
Specifically, we are interestedin the effect of the follow-
ing on thespreadof the diseaseas givenby theMinistry
of Agriculture, Fisheriesand Food(1996):

1. The BovineSpongiformEncephalopathyOrder 1988 (SI
1988 No 1089) GB This Order, applicable in Great
Britain, wasmadeon 1.4 June1988 andcameinto effect
on 21 June (other than the feedban in article 7 which
cameinto effecton 18 July). It madeBSEnotifiable and
providedfor the isolation of BSEsuspectswhencalving.
It also introduceda ban on the useof ruminant-derived
protein in ruminant feedstuffswith effectfrom 18 July.

* The viewsexpressedin this report representthe opinions of
the authorandnotnecessarilythoseof Ernst& Young LLP.

The ban was to apply until 31 December1988 while a
review of the renderingprocesseswas conducted. It was
introducedas soon as thefeed-bornehypothesishadbeen
establishedin order to preventfurther transmission of
the infective agent by this route. The primary aim of
this measurewas the protection of animalhealth.

2. The BovineSpongiformEncephalopathyCompensation
Order 1990 (SI1990 No 222) GB This cameinto effect
on 14 February 1990. It introduced100%compensation
up to a ceilingfor all animalsslaughteredunderthecom-
pulsoryslaughterscheme.Its purposewas to supportthe
slaughterpolicyfor theprotectionof animal health and
by compensatingowners of affectedcattle more realisti-
callyfor their lossso as to ensurethe reporting of suspect
cases.

3. The BovineSpongiformEncephalopathyOrder1991(51
1991 No 2246) GB This cameinto effecton 6 November
1991. It consolidatedexisting BSE legislation and in-
troducednewprovisionsto preventmeatand bonemeal
producedfrom specifiedbovineoffals beingusedas fertil-
izer. This was a precautionarymeasureprimarily aimed
at the protection of animal health, through grazing of
fertilized fields by ruminants.

The standard technique for determining the effect of
suchmeasuresis interventionanalysisbasedon ARIMA
modeling. Such methodsuse differencing to remove
trendsandseasonalityfrom the seriesprior to analysis.
In the pastfewyears,newmethodsof dealingwith trend
and seasonalcomponentshavebeendevelopedallowing
thesecomponentsto be better identified andstudied.
Here,we examinethe impact of governmentlegislation
on the observedoccurrenceof BSE in U.K. cattle us-
ing severalsuchtechniques.Methodssuchastraditional
ARIMA, structural, and dynamic linear modeling re-
quire deterministicinputs from the userspecifying the
dateswhen “interventions” or changesin regimeoccur;
by comparison,in automaticARIMA andBayesianmod-
eling the method signalswhere changesoccur and the
usermay then investigatewhy a changecould haveoc-
curred. Thus,the aims of this paperare twofold: 1) to
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establishthe impact of thethreelegislative actson the
diseaseandto identify otherchangesin the structureof
theoccurrenceof thediseaseand2) to contrastthevar-
ious methodsusedto identify and determineextent of
impact.

The datausedto perform this evaluationis the num-
ber of confirmed BSE caseswith known datesof birth
aggregatedinto monthsof birth from January1980 to
December1992 as reportedby November1, 1996. The
plot of thebirth series,shownin Figure 1, exhibitsmulti-
plicativeseasonality,thuswewill usethe logtransformed
seriesfor our analysis.Shown in Figure 2, applyingthe
transformationallows usto bettervisualizethe seasonal
regularitiesandapparentlystablevariance.

The paper is organized as follows. In Section 2
we presentsomeconventionalnon-Bayesianmodelsand
their correspondinganalyses;Bayesianmodelsandtheir
correspondinganalysesaregiven in in Section3. Sec-
tion 4 presentsa discussionof the time seriesanalysis
techniquesand how eachassessedthe effects of the in-
terventions,with the conclusionsgiven in Section5.

2 Conventional /
Methods

2.1 ARIMA Modeling

Non-Bayesian

TheBox-Jenkinsmethodis awell-knownparadigmused
to identify the moving average,autoregressiveandsea-
sonalcomponentsof a stationarytime series.In general,

Figure 2: Log Transformed Birth Series

when allowing for the series to be transformed anddif-
ferenced, the Box-Jenkins method provides guidelines to
follow when choosing the parameters to identify a model
of theform:

~(B)~(B8)VdV~(Yt — c) = 0(B)e(BS)Et

The experimenter identifies several possible models and
then chooses which is best basedupon asetof diagnos-
tics. Forecastsare thenbasedon the selectedmodel. A
moredetailedexplanationof theconceptsjust presented
can be found in Box, JenkinsandReinsel (1994).

The frameworkusedfor evaluatingtheeffect from M
interventions is given by

M \ b~
~ w~BjB

~5”B~ ~
0k 1

where c is a constant,w(B)B” is an impulse response
ftinction, X~is adeterministicvariable and N~follows
an ARIMA processasoutlined above(Pankratz,1991).
Sincelegislationprimarily institutespermanentchanges,
we considerstep interventions.For a step intervention
at timet = i, we define

_f 0 t<i,1 t�i. (1)

We establish the interventionsat July 1988 (t =

103), February 1990 (t = 122) and November 1991
(t = 143). Going through the Box-Jenkinsparadigm
of model selection results in the choosing of an

Jon,90 Jon,92 Jon, 80 Jon, 82 Jan,85 Jon, 87 Jon, 90 J90, 92
M.nttn~earof bI,th
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ARIMA(1,1, 0)(0, 1, 1)12 model for N~. The parame-
ter estimates,calculatedusing SAS6.12, are given in
Table 1.

Model Parameter Coef. Std. Error t-stat p-value
MA, Lag 12 0.218 0.090 2.40 0.0174
AR, Lag 1 -0.522 0.076 -6.88 0.0001
mt 1: July 1988 -0.688 0.185 -3.71 0.0003
hit 2: Feb. 1990 -0.138 0.186 -0.74 0.4580
mt 3: Nov. 1991 0.031 0.187 0.16 0.8698
Model Variance 0.072

Table1: ARIMA parameter estimates

Seasonally Differenced Series

1981 ¶982 1983 1984 1989 1988 1987 1980 1989 1990 1991 1992 1993

The mean reduction from Intervention 1 (feed ban)
in July 1988 is —0.688 on the log scale. Since
exp(—0.688) = 0.50258, the estimatedaverageeffect of
the legislationamountsto approximatelya 50% reduc-
tion in the occurrenceof thedisease.From thet-statistic
andits correspondingp-value,we seethat this interven-
tion is highly significant. Intervention2 (compensation
act), thoughstatisticallyinsignificant,resultedin afur-
ther reductionof approximately13%, while the third
intervention(law consolidation)hadlittle or no effect in
curbingthe disease.

2.2 Automatic ARIMA Modeling

Automatic ARIMA Modeling is performed via a fore-
castingpackagethat automaticallyrunsabankof sta-
tistical tests on a seriesto determinetransformations,
differencing, lag structureand interventions. For this
study, we usedAutobox 4.0 by Automatic Forecasting
Systems. This softwarepackageautomatesthe Box-
Jenkins paradigm described iii the above section.

Sincetheprimarypurposeof thisstudyis to find shifts
in the level of the series andnot forecasting,we ana-
lyze theseasonallydifferencedseries,lookingfor changes
from 12 monthsprior. Autobox determinesthat the ap-
propriatemodel is an AR(2) with level shifts given in
Table 2.

Time Coef. t-stat % Change
July 1988 —0.983 —5.28 -62.5%
May 1992 —0.552 —2.73 -42.4%

Table2: Autobox Level Shifts

Thus, Automatic ARIMA modeling detects Interven-
tion 1 (feed ban) as well as an additionalshift in May
1992that does not directly correspond with any specific

Figure 3: SeasonallydifferencedBirth Serieswith level
shifts

legislativeact. Figure3 is aplot of the serieswith lines
drawnat the detectedlevel shifts.

2.3 Structural Modeling

A univariatestructuraltime seriesmodel is formulated
in termsof componentsthathaveadirectinterpretation.
A comprehensivetheoryof structuralmodelsis given in
Harvey (1989) anddemonstratedin Harvey andTodd
(1983)andHarveyandDurbin (1986).

Let Y~be the observedvariable. The basicstructure
modelhastheform

Yt=pt+’yt+rt, t=1,...,T, (2)

where /~t,7t, and Et are trend, seasonaland irregular
components,respectively. The processgeneratingthe
trend is given by

pt=Iit—i+,
8

t—i+’qt, t=1,...,T qt’—’NID(0,~)

I3t=/3t—i+~t, t=1,...,T ~~—‘NID(0,o~)

The model for adeterministicseasonalpatternis based
on a set of trigonometrictermsat the seasonalfrequen-
cies. So, the seasonaleffect at time t is

(s—2)/2

= ~ (y1cos)t1t+’y~sinA~t)+‘y812cosA812t,
1=1

wheres is the numberof seasonsin the yearand~ and
areestimatedby OLS. All the disturbancetermsare
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nificant impact on the occurrenceof the disease.We do
gain someinformationregardingthe seasonaleffectson
the disease,but thoseare not of direct interestin this
study.

The structural modeling approach also gives us a
methodfor detectingstructuralbreaksbasedon theaux-
iliary residuals(Harvey & Koopman, 1992). Fitting a
structuralmodel asbeforebut without theinterventions
resultsin the auxiliary residualand frequencydistribu-
tion plots shown in Figure 5. Statistically significant
residualvaluesarenoted in Table4. Thus, not only is

Period Value p-value
June1988 -2.0898 0.0191
July 1988 -3.1630 0.0009
March 1991 2.2073 0.0144

Table4: Auxiliary Residuals

Intervention Coef. R.m.s.e. i-stat p-value
mt. 1: July 1988 -0.699 0.183 -3.81 0.0002
hit. 2: Feb. 1990 -0.112 0.183 -0.61 0.5413
mat. 3: Nov. 1991 -0.031 0.185 -0.167 0.8678

Table3: InterventionEffects

independentof eachotheraswell astheirregularcompo-
nentEt ~ NID(0,ci2). Estimationof themodel parame-
terscanbe computedin the timedomainvia maximum
likelihoodbasedon the statespacerepresentation.

The basicstructuralmodelgiven in equation(2) can
be extendedto include an instantaneousandconstant
interventionvariableas

Yt =
1

Ut + 7t + AX~+ Et, (3)

whereX~is definedas in (1). Once the structuraltime
seriesmodel is specified,it is put into statespaceform
andfit using the Kalmanfilter.

FromFigure 2, there is evidentlya seasonalpattern
as well as a trend. Thus, the fitted model is chosen
to includestochasticlevel, slopeandtrigonometricsea-
sonalcomponentsalongwith the threestepintervention
variables described in the introduction. A graphical de-
composition produced usingSTAMP5.0 is shownin Fig-
ure 4. An analysisof thefinal stateof the components
gives the coefficientsfor the interventionsas shownin
Table3. Theresultsaresimilar to thoseobtainedusing
the ARIMA modeling paradigm. Intervention1 is the
only oneof the of the threethat appearsto haveasig-

a structuralchangeapparentat the time Intervention
I. was madeactive, but it also had a significant effect
the previousmonth, which happensto be the month
whenthe legislationwaspassed.The significant auxil-
iary residualvaluefrom March 1991 doesnotcorrespond
to any direct legislation, but is highly positivesignaling
that the numberof infected cowsborn on March 1991
is unusuallyhigh. Further investigationinto why this
maybe thecasewould bein order to determinepossible
reasonsfor this anomaly.

3 BayesianMethods

3.1 Dynamic Linear Model

Bayesiandynamiclinear models(DLM), as explainedin
West andHarrison(1997) andPole,West andHarrison
(1994) and implementedin Splusin Harrisonand Reed
(1996), operateaccordingto the principle of Manage-
mentby Ezceptionwherean exceptionisrelevantexpert
information from an externalsourceor amonitoringsig-
nal indicatingthat theperformanceof the currentmodel
is inadequate.DLMs aresimilar to structuralmodelsin
that they are specifiedaccordingto componentsof inter-
est anduseBayes’ Theoremto “learn.” By quantifying
and using the existing stateof knowledgeas prior in-
putsandthen combiningwith observeddataquantified
probabilistically.The resultis theposteriordistribution
which is used,in general,to specifyfuturebeliefsor fore-
casts.

This sequentialmodel developmentallows the incor-
poration of externalsubjectiveinformation concerning

010*5

Figure4: StructuralComponents
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future beliefs. For example,in the situationcurrently
being investigated,supposeit was known that approx-
imately 50% of the cowswere infectedfrom ruminant-
derivedproteinin ruminantfeedstuffsand it wasknown
whenIntervention1 wasto beenacted.Theinvestigator
canincorporatehis prior knowledgeinto the forecasting
modelby decreasingthe meanlevel of the seriesby 50%
while increasingthe varianceto accountfor the uncer-
tainty surroundingthe effectivenessof the legislation.

For this type of analysis,the DLM methodincludesa
tool called RetrospectiveAssessment.Retrospectionis
useful in determining“What Happened”given all cur-
rent information. We will usethis type of analysisto as-
sessthe impact of governmentlegislationtogetherwith
the automaticmonitoring of model adequacyas detailed
in Westand Harrison(1997). A linear growth/seasonal
discount DLM is appliedasin HarrisonandReed(1996)
andCooperandHarrison(1997),with thefollowingprior
settings:

Trend ~Crowth component
level: mean=1.8;se=0..5;disc.=0.95
growth: mean=0;se=O.2

Seasonal Full seasonal
peak=9;trough=5

peak/trough
meandiff=2; se=1.414;disc.=O.95

Variance Discount obsnse=0.2;dof=1; disc.=0.99

The government legislations are incorporated into the
model as forward interventions using the following
changes:

July 1988
level mean=7.6 se=0.4
growth mean=-0.04 se=0.03
sini / sin2 mean=unchangedse=0.3
cosi / cos2 mean=unchangedse=0.3

Fub. 1990
level mean=unchanged se=0.3
growth mean=unchangedseO.03

Nov. 1991
level mean~unchangedse=0.3
growth mean=unchangedse=0.03

Intervention 1, the feed ban, includeschangesto the
meansandstandarderrorsof thelevel andgrowth com-
ponents.The other interventionsonly include increases
to the standarderror of the two componentsto reflect
the uncertaintyassociatedwith the effect thoselegisla-
tive actswill have.

Wecanseefrom theretrospectiveforecastplot, shown
in Figure 6, that our model fits thedatawell. From the
level componentplot in Figure 7, we seea largedrop in
July 1998 (Intervention 1), asmallerfall off in February
1990 (Intervention2), andlittle in the way of structural

L.5Roon_ F... .a.o• a.g___ 1.01

~
1,905 5990 1.995 —4

figure 5: Auxiliary ResidualandFrequencyDistribution
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Figure6: DLM RetrospectiveAnalysis

Jan.85 Jan.17 Jan, 90 Jan.92

103



I I I I I i-r
Jan.52 Jan.52 Jan, 55 Jan.57 Jan 50 Jan.52

Figure 7: DLM Level Component
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Figure 8: DLM Growth Component

changefrom Intervention3. From Figure 8, the plot of
thegrowth component,we seea largedrop at the times
of the first andthird legislationanda small decreaseat
thetime of the second.This indicatesthat the feed ban
effectively decreasesboth the level and growth rate of
the diseaseoccurrence,while Intervention3 decreasesthe
growth rate. Figure 9 showsthat the amplitudeof the
seasonalcomponentdiminishesovertime. Also notethat
therewere no automatic monitoring signalsgenerated
after November 1986 while fitting this model implying
that, with the inclusionof thethreeinterventions,at no
timewasthe modeljudgedinadequate.

3.2 Gibbs Sampling

The Gibbs sampleris a Monte Carlo method useful in
extractingmarginal distributions from full conditional
distributions when the joint distribution is difficult to
integrate.The underlyingpremiseof thesampleris that
randomrealizationscanbe drawnfrom the conditional
distributions which the samplercanuseto providecon-
sistentestimatesof themarginaldistributionsof interest.

For example,considerthe caseof threeparameters
(01,02,03)wherewe areableto drawsamplesfrom the
threefull conditionalposteriordistributions:

fl(01102,03,y), f2(021O3,O1,Y), f3(
0

31
0

1,
0

2,Y) (4)

where y is a univariatetime seriesobservedat equally-
spacedtime intervals. The Gibbs samplethenworks as
follows:

1. Consideran arbitrary set of starting valuesfor the
threeparameters,sayOo = (Oio,020,030)’.

2. For “burn-in,” generateM setsof randomobserva-
tionsdrawniteratively andrecursivelyfrom thefull
conditional posterior distributions in (4). Specif-
ically, the first set of randomobservations01 =

(011,021,031)’is obtainedas follows

8~is drawn from /~(#~/826,~ p4
021 is drawn from f2(021830,O11,y)

031 is drawnfrom f3(031911,021,Y).

3. Generatefurther sets of randomobservations,say

02,. . . , ON, asin thepreviousstepto form arandom
sampleof sizeN for the parameters.

4. Estimatethe posteriormarginalsfrom the random
sample.

In thisstudy,weusetheGibbssamplerto fit arandom
level-shift model as describedin McCulloch and Tsay

Jan.00 Jan, 87 Jan.90 Jan, 00
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(1993). A time seriesYt follows arandomlevel-shift au-
toregressivemodel if it satisfies:

Yt = Pt+Xt, Pt = Pt—i+t5t/3t, Xt

wherethe 8
t5 arei.i.d. Bernoulli randomvariatessuch

that Pr{5t = 1} = 6, the fits are randomvariatesfrom
agiven distribution,the ~j5 satisfythe stationaritycon-
dition of the timeseriesXt and the ats areNID(0,o~),
all as given in McCulloch and Tsay (1993, 1994). The
prior distributionsusedaregiven as

—‘

2

xv

6 Beta(71172)

fit —~ NID(0,e2)

with hyperparameters~, A, .X, v, ‘yr, 72 and e2 all
assumedas known.

Here, the Gibbssampleris appliedto the seasonally
differencedserieswith anAR(2)componentas suggested
by thePACFplot of thedatawith hyperparametersfixed
at

_101 A’—1~~72
~O_~oj [72 73

whereA2 is the correlationmatrix betweenAR coeffi-
cientsandv = 2. The otherhyperparametersaredeter-
minedbasedon the residualvarianceof fitting anAR(2)
model to the data. The only “user” input is the prior
beliefprobabilitythat a level shift occurs.We set ‘y’ = 1
and72 = 99 to reflect a prior belief that a given level
shift occurswith probability0.01.

The Gibbssamplerwas iteratedfor 10,000iterations
with the first 4,000 as the burn-in sample. Figures 10
show the estimatedmeanprocessPt with one-standard-
errorlimits of Pt andassociatedposteriorprobabilityof
shifts for the three prior beliefs of 6.

Major level shifts andtheir posteriorswereobtained
for e = 0.01 from Figure 10 and aregiven in Table 5.
Note that sincewe areprimarily concernedwith assess-
ing the impact of legislation on the occurrenceof the
disease,and sincethe diseasewasonly first identified in
November 1986, we only analyzelevel shifts after that
date.

The drop in July 1988 canbe attributedto Interven-
tion 1, the ban on use of ruminant-derivedprotein in
ruminant feedstuffs.The meanreductionin this month
is -0.939on the log scale.Sinceexp(—0.939)= 0.39, the
estimatedaverageeffect of this banon the occurrenceof
BSE amountsto approximatelya 61% reductionin the
occurrenceof the disease.

1.5

1.0

0.5

0.0

-0.0

-1.0

Jan.90 Jan, 82 Jan.85 Jan.87 Jan.90 Jan.92

Figure 9: DLM SeasonalComponent
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Thna

1981 1982 1993 1984 1585 1980 1987 l980 1959 1990 1501 l992 1993

Figure 10: GibbsSampler: ‘yl = 1, 72 = 99
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Time July 1988 March 1992 April 1992
Probability 0.984 0.574 0.326
Shift -0.939 -0.436 -0.231

Table5: Major Level Shifts andtheir PosteriorProba-
bilities, (PostNov. 1986)

A further reductionappearsto haveoccurredduring
March andApril 1992. The total meanreductiondur-
ing this time period is -0.667on the log scaleresulting
in estimatedaveragereductionof 49% from the previ-
ouslevel. Apparently,however,no specific government
legislationwas passedaroundthis time. Cooperand
Harrison(1997)offer as a possibleexplanationthat cat-
tle born after January1992 were thought to havebeen
carefully protectedfrom infection via the main sources
andthat the infectionis convergingto a newlevel, pos-
sibly determinedby anon-feed-basedsourceof infection.

4 Discussionof Results

This study looksat theeffect of governmentlegislation
on the occurrenceof BSE in the U.K. using avariety of
timeseriesanalysistechniques.Eachmethodhasits own
strengthsin this typeof study. Eachmethodrecognized
Intervention1, the banon the use of ruminant-derived
protein in ruminant feedstuffs, as a highly significant
structuralchangein the series. ARIMA andstructural
modeling gave similar results when analyzing the effects
of the threeinterventions,but structuralmodelinggave
additionalinformationvia the auxiliary residualsandis
capableof providingconsiderableinformationaboutthe
seasonalpatternsof the series,if so desired.TheAuto-
matic ARIMA modeling,theauxiliaryresidualsfrom the
structuralmodel andthe Gibbs Samplerboth signaled
someadditionalstructuralbreakswhich did not directly
correspondto legislation. This extra structureis most
likely causedby the 5 yearincubationperiodof the dis-
easein cattle. The structuralandDLM methodsallow
the modelparametersto changeover time. The DLM
method goesevenfurther in that at eachnew observa-
tion, themodelis checkedfor inadequaciesvia automatic
monitoring. Also, thestructuralandDLM methodspro-
videinformationregardingthegrowthrateof thedisease
in additionto its level.

Each methodhasdrawbacksas well. For ARIMA
modeling, there are at least four approaches for model
identification when including interventions (Kendall&
Ord, 1990). Eachmethod hasits attractionsbasedon
the behaviorof the individual intervention. Also, it is

traditional in ARIMA modeling to removetrend and
seasonaldependenciesvia differencing and transform-

ing. In this case,a seasonaland a regular difference
aretakento inducestationarity.This mayinfluencethe
effect of the interventions. As an alternative, instead
of removingdependencies,wecanincorporatetheminto
the model as in structural modeling and dynamic linear
modeling. Thesemethodsmodel level, trend andsea-
sonalstructureas unobservedcomponentsinsteadof re-
moving their effects. Thus,usingeitherof thesemethods
providesadditionalinformationwhich mayexplainsome
of the observedfluctuations.However,whenimplement-
ing the DLM method of forward interventions,the user
is requiredto haveexpertknowledgeof theeffect of the
intervention,which is usuallydifficult to obtain without
looking at futurevaluesof the series. Otherwise,as in
this case,all the experimentercando is increasethe un-
certaintylevel associatedwith the futureobservations.
The Gibbssamplingapproachhassimilardrawbacksin
that the resultsare very dependenton the quality of
prior information. Also, a seasonaldifferencewas nec-
essaryfor the Automatic ARIMA and GibbsSampling
methodswhicheffectively changesthe modelto look for
changesin level from time t from the level 12 months
prior.

5 Conclusion

The legislative acts examined in this study were designed
to protectcattleandpreventspreadof the disease.The
hypothesisthat BSE was mainly beingspreadthrough
ruminantfeed seemsquite plausiblein that the banon
the feed drastically reduceddiseaseoccurrence. This
measurehadno effect on cattleinfectedbeforeits intro-
ductionand its effectivenessmay havetakensometime
due to noncomplianceby cattle raisersandthe 5-year
incubationperiod of the disease.

Basedon theanalysisprovidedby thesemethods,the
feedbanresultedin an approximately50% reductionin
the disease, with a 61% decrease from the year prior
to the introductionof the ban. The compensationand
consolidationactsdid not necessarilydirectly affect the
level of the disease,but eachdid haveanimpact by re-
ducingthe infection rate. Finally, it appearsthat, due
to the5-yearincubationperiod,the seriesreachesanew
level approximately60 monthsafterthe implementation
of the feedban;this new level is possiblydeterminedby
anon-feed-basedsourceof infection.

106



References American Statistical Association, 88(423), 968—

Cooper,J. D., & Harrison, P. J. (1997). Modelling the
ObservedBovineSpongiformEncephalopathyEpi-
demic: A BayesianApproach..

Donnelly, C. A., Gore, S. M., Curnow, R. N., & Wile-
smith, J. W. (1997). The Bovine SpongiformEn-
cephalopathyMaternalCohortStudy: Its Purpose
andFindings. Journalof the Royal StatisticalSo-
ciety (SeriesC), .~6(3),299—304.

Donnelly, C. (2000). StatisticsUnder the Public Gaze:
BSE andvCJD. RSSNews,27(9).

Donnelly, C. A., & Ferguson,N. M. (2000). Statistical
Aspectsof BSE and vCJD. Chapman& Hall /
CRC.

Harrison, P. J., & Reed, R. J. (1996). Dynamic Lin-
earModelling with S-Plus. ResearchReport 310.
Departmentof Statistics,University of Warwick.

Harvey, A. C. (1989). Forecasting,Structural Time Se-
ries Models and the Kalman Filter. Cambridge
University Press.

Harvey, A. C. (1991). Time SeriesModels. The MIT
Press.

978.

McCulloch, R. E., & Tsay,R. S. (1994). BayesianAnal-
ysis of AutoregressiveTime Seriesvia the Gibbs
Sampler. Journal of Time SeriesAnalysis, 15(2),
235—250.

Ministry of Agriculture,FisheriesandFood(1996). Pro-
grammeto EradicateBSEin the UnitedKingdom.
Ministry of Agriculture, Fisheriesand Food.

Pankratz,A. (1991). Forecastingwith dynamic regres-
sion models.Wiley.

Pole, A., West, M., & Harrison, J. (1994). Applied
BayesianForecasting and Time SeriesAnalysis.
Chapman& Hall.

Tiao, G. C., & Tsay,R. S. (1994). SomeAdvancesin
Non-linearandAdaptiveModellingin Time-Series.
Journal of Forecasting, 13, 109—131.

West, M., & Harrison, J,. (1997). BayesianForecasting
and DynamicModels (Secondedition). Springer-
Verlag.

Harvey, A. C., & Durbin, J. (1986). The Effects of Seat
Belt Legislation on British Road Casualties: A
CaseStudy in StructuralTime SeriesModelling.
Journal of the RoyalStatistical Society,SeriesA,
149, 187—227.

Harvey, A. C., & Koopman,S. J. (1992). Diagnostic
Checkingof UnobservedComponentsTime Series
Models. Journal of Business& EconomicStatis-
tics, 10(4).

Harvey, A. C., & Todd,P. (1983). ForecastingEconomic
Time Serieswith StructuralandBox-JenkinsMod-
els. Journalof Business& EconomicStatistics,1,
299—315.

Kendall,M., & Ord, J. K. (1990). Time Series (Third
edition). Edward Arnold.

Koopman,S. J.,Harvey,A. C., Doornick, J. A., & Shep-
hard,N. (1995). Stamp 5.0: Structural Time Se-
ries AnalysisModeller andPredictor. Chapman&
Hall.

McCulloch, R. E., & Tsay, R. S. (1993). Bayesian
Inferenceand Predictionfor Mean and Variance
Shiftsin AutoregressiveTime Series.Journalof the

107





The Accuracy of RecentShort-Term Employment Forecasts
Obtained by Employer Surveys: The Stateof Illinois Experience

RoyL. Pearson,CollegeofWilliam & Mary
GeorgeW. Putnam,Illinois Departmentof EmploymentSecurity

WaleedK. Almousa,Illinois Departmentof EmploymentSecurity

The U. S. Workforce InvestmentAct of 1998
and generation-low U.S. unemploymentrates have
madeshort-termindustryemploymentandoccupational
forecastsat the regional level an immediatepriority.
Employer surveys of future employment are one
forecastingapproachbeingtested.

A necessary condition for survey-based
forecastingto be efficient is that employerscanpredict
theft future employmentwith reasonableaccuracy.The
minimumstandardfor accuracyis that theforecastsare
moreaccuratethana naïve,no-changeforecast.If naïve
forecastsare asaccurateassurvey-basedforecasts,then
currently available employment and occupational
information is themore efficient basis for short-term
planning. Therefore the accuracy of no-change
forecastsis a meaningful benchmarkfor gaugingthe
relativeaccuracyofthe surveyforecasts.

The databaseanalyzedhere is 15,847 three-

month-ahead forecasts by 13,025 different
establishmentsobtained from quarterly surveys of
Illinois employers during 14 quarters from 1995.4
through 1999.1. The quarterly survey solicits
information for the last month of eachquarter anda
forecastfor the last month of the next quarter. For
example,employersreceivethe first-quartersurvey in
either the second or third week of March. The
respondentprovidesan estimateof the establishment
employmentfor the referencemonthof March anda
forecastfor June employment.In the second-quarter
survey, the referencemonth is Juneand the forecast
monthis September.Thesurveysin thethird andfourth
quartersfollow a similar solicitation pattern.Therefore
the quarterly-solicited forecasts all are monthly
forecastsfor threemonthsin thefuture.

Eachquarterly surveywas mailedto a random
sample stratified by industry of approximately3,400
establishmentsselected from the Illinois ES202
database.Thelowestquarterlyresponseratewas38.5%
and the highest,63.3%.The meanratewas 47.2%and
the medianwas only slightly lower (46.5%).Nine of
the fourteen quarterly responserates fell within the
narrowrangeof 45% to 49%. The responsesthen were
editedfor obviouserrorsusingproceduresbasedonly
on the availableinformation at thetime of the survey,
not theactualES202datareceivedsubsequently.Thus
the editing procedures can be applied in the future at the
timethesurveyresponsesarereceived.

The final edited database of 15,847
observations is a monthly average of 1,132
establishmentswith 42,836 employees.For the 14

survey months, the reported employment averaged
0.74%of the total Illinois employment,with a median
of 0.71% and a standarddeviation of 0.16%. The
highestpercentwas 1.04%in 1995.4;and the lowest,
0.49% in 1996.4.

The first question examined here is the
accuracyof the surveys in predicting total Illinois
employmentthreemonthsin the future, basedon the
actual ES202reportedemployment.Subsequently,the
forecasting accuracyof individual establishmentsis
assessed, using the individual firm records as
observations.

SurveyPredictions of Total Employment

The samplerespondents’estimatesof current
and three-month-aheademploymentprovide the key
piece of information, the predictedpercent change,
necessaryto forecastthe percentchangein the Illinois
total ES202employmentthreemonthsin the fUture. A
preliminarytestrevealedthat a predictedgrowth rate
based on the sample’s total current-month and
predicted-monthemployment was less accuratethan
naïve forecastsin predicting total employmentlevels
andgrowth rates.Two reasonsaretheresponsebias in
the surveysin distribution of employmentby industry
sectorandby size of firm.

The sampleandtotalemploymentdistributions
were derived for nine industry sectors:agriculture;
mining; construction; manufacturing; transportation,
communication,and public utilities (TCPU); finance,
insurance, and real estate (FIRE); services; and
government. The average sample percentage
distributions for the 14 referencemonths, in order,
were:
0.3, 3.1, 1.8, 28.0, 7.1, 7.1, 3.3, 47.3,and 1.9.
The average population distributions for the 14
referencemonthsin percentswere,respectively:
0.8, 0.2, 4.1, 17.1, 5.6, 23.3, 6.8, 28.5, and 13.7.
Mining, manufacturing, TCPU, and services
employment were over-representedin the sample,
particularly services employment. Agriculture,
construction,FIRE, trade,andgovernmentemployment
were under-represented, especially trade and
government.

To reduce this responsebias, the sample’s
current and projectedmonth employment levels for
eachsectorweresummed,andpredictedgrowth rates
calculatedfor eachof the nine sectors.Thesegrowth
ratesthenwereweightedby thepopulationemployment
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distributions,to derivea predictedgrowthrate for total
employment.

The population distributions usedwere the
ES202 distributions from the same month in the
precedingyear for the forecastedmonth. For example,
the December1995 sample forecastswere for March
1996.Thereforethe sectorgrowth rateswere weighted
by thetotalemploymentdistribution forMarchof 1995.
Using the prior years’ forecasted-monthdistribution,
insteadoftheprior year’sreferencemonth,adjustedfor
seasonalfluctuationsin industrysectoremploymentas
well as responsebias in the sample.This weighting
approachcanbe usedin the future, sincethe ES202
validation and verification process typically is
completedwithin six months,andaccurateemployment
distributions will be availableprior to the month the
surveysare conducted.For example,the March 1995
ES202 final data were available well before the
December1995 survey, allowing the December1995
forecastedsector-growthrates for March 1996 to be
reweightedat the time that the December responses
werereceived.

The sample responsesalso were biased
towards large establishments. For the 14 survey
months, the average employment of the survey
establishmentwas 38.3 employees,comparedto an
averageof 18.4 employeesin the totalpopulation.No
explicit attempt was made to adjust for this bias.
However, the reweighting by industry sector,
particularly reducing the weights for services and
manufacturing and increasing the weight for trade
employment,substantiallyreducesthis bias.

Thepredictedgrowthratesforeachofthe nine
industry sectorsfor eachof the 14 forecastedmonths
were comparedto the actualgrowth rates for those
sectorsas shown by the subsequentfull population
ES202data, to gaugesectoraccuracy.However, the
mostimportant sectorvariablewas not its growth rate
orerror,butits contributiontothepredictedgrowthrate
for total employment.That contributionwas calculated
for the 14 prediction months by multiplying each
sector’sforecastedgrowth rateby its percentof total
employment in the correspondingmonth from the
precedingyear. The sumof thesecontributionsis the
survey’sforecastof the percentchangein total Illinois
employmentfor thethree-monthhorizon.

The predictedand actual percentchangesin
total employment are given in Table I. The percent
change error, PCE, by months is calculated throughout
this paper as the predictedpercentchangeminus the
actualpercentchange.Thus negativeerrors show an
underestimateof the change; and positive errors, an
overestimate.

Themeanpercentchangeerror,MPCE, for the
14 monthsis —0.5%, anunderestimationbias.Themean
absolutepercentchangeerror,MAPCE, is 1.3%. If no-

changeis the forecast,then the meanabsoluteactual
percentchange,of 1.6%,is theMAPCE. Thereforethe
survey resultspredict thechangein total employment
somewhatmoreaccuratelythan a naïve assumptionof
no-change. How much more accurately also is
quantifiedby Theil’s U, thesquareroot ofthe [(sumof
the squaredPCE)/(sumof the squaredactualpercent
changes)].Theil’s U providesan index ranging from
zero to one of the size of the error in percentchange
forecastsrelativeto a no-changebenchmark.Thus the
Theil ‘s U in this case of 86.8% showsthe monthly
errorswere 13.2%loweron the averagethannaïve,or
statusquo,forecasterrors.

Note that the percentchangeerror,PCE, and
the MAPCE derivedfrom it usethebaseperiodas the
denominator,while the more commonlyusedpercent
error and MAPE are basedon endingperiodvaluesin
the denominator.The relativelysmall monthly percent
changesin table I make the differencebetweenthe
MAPCE andMAPE negligible,0.006%.

The baseperiodis the referencepoint for the
size and direction of predictedgrowth rates, the key
survey-providedinformation. Thereforeerror measures
such as PCE and MAPCE with base-period
denominators,usedexclusivelyin this paper,are more
consistentand appropriateaccuracymeasuresin this
situationthanthosebasedon endingvalues.

The size ofthe predictedpercentchangeisnot
theonly usefulsurveyinformation.Thedirectionof the
predicted future change also is important, used
extensivelyby the Illinois Departmentof Employment
Security in reporting survey results and forecasting
futureemployment.Moreover,thepublicremembersan
error in predicting the direction of change —

particularly in predicting a downturn that does not
occur — more readily than the size of evena large
error. Thereforetheaccuracyof thesignalsof direction
is a relevantquestion,consideredextensivelyin this
paper.

Total Illinois employmentdeclined in each
March from the levelsin December,andthenincreased
significantly from March to June, indicating a
significant seasonalvariation. The survey responses
correctlypredicteddecreasesin thefourMarchmonths,
and increasesin the four Junemonths.In additionto
correctly predicting the direction of changefor these
eight months, the MPCE was 0.2%, a negligible
overestimationbias,andtheMAPCE wasonly 1.2%.

However, total Illinois employment rose in
eachofthethreeSeptembersandthreeDecembers,but
the surveys incorrectly predicted declinesin five of
thosesixmonths.Thesedirectionalerrorsalsomadethe
bias and size of the errorsin those six months larger,
with a MPCE of —l .5% anda MAPCE of 1.5%— and
worsethan ano-changepredictionfor thosesix months,
for which theMPCEis —0.5%andMAPCE 0.5%.
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The very low 0.5% average actualchangefor Furthermore,the governmentsectorforecasts
thesesix monthsmeansthat naïveforecastswill have
low errors, making them hard to beat even if the
direction of the surveypredictionis correct.However,
an analysisof the industry sectorcontributionsto the
overall growth rate forecast reveals some structural
problemsthat maybereducedin thefuture. Foreachof
thethirteenmonthsin which the percentchangeerrors
in the total growth ratewere not zero (to onedecimal
place),a sectorcontributionwas clearly identifiableas
the majorsourceof theoverallforecasterror,andthese
are identified in Table 1. As shown previously, the
largest sector weights, in descending order, were
services, trade, manufacturing, and government.
Thereforean error in thesesectorscontributesmore to
the total errorthan one in the remainingfive industry
sectors.However, among the thirteen months, the
servicessectorwas the major sourceonly once; trade,
twice; and manufacturing,once. The highly volatile
constructionsector, with an averageabsolutepercent
changeof 10.6%but a very small employmentshare,
4.0%, was the main causeonly twice. On the other
hand,the governmentsector,with an averageabsolute
percent change of only 1.1%, was the major error
sourcein sixofthe thirteenmonths,almostone-half.

werethemajorcauseofthesurvey’serrorin fourof the
five periodsin which thesurveywrongly predictedthat
total employmentwould decline.Thatrealizationwas a
signalto examinethegovernmentsectorforecastsfor
these four months more closely. The government
sector’ssurveyresponsesin thefour referencemonths
(JuneandSeptemberof 1996and1997) were abelow-
averagepercent of the population,representingonly
0.3% of the governmentestablishmentsand 0.2% of
governmentemployment.Using that sample’sprojected
growth ratesfor SeptemberandDecemberof 1996and
1997 as beingrepresentativeof the ~j government
sectoremploymentyieldedunderestimationerrorsin all
fourmonths,averaging13.4%.

If the governmentsectorforecastshadbeen
naïveno-changepredictionsfor thesixmonthsin which
that sector was the major source of error, the 14
percentagechange forecasts for total employment
would havehadameanpercenterrorof only —0.2%; a
lower MAPCE of 1.0%; anda Theil’s U of 68.2%,
nearly twenty percentagepoints below the actual U.
Also, the signsof the forecastswould havecorrectly
signaledthe direction of change for 10 out of 14
months,insteadof only 9 out of 14.

Table 1- OverallMonthlyAccuracy

Predicted Predicted
in Month forMonth

Pred.% Actual % % Error,
Change Change Pred-Act

Major Source
ofError

1995.12 1996.03 -1.3% -1.7% 0.4% GOVERNMENT
1996.03 1996.06 1.2% 2.4% -1.2% FIRE
1996.06 1996.09 -2.5% 0.2% -2.7% GOVERNMENT
1996.09 1996.12 -0.3% 0.7% -1.0% GOVERNMENT

1996.12 1997.03 -2.0% -2.0% 0.0% None
1997.03 1997.06 2.7% 3.0% -0.2% SERVICES
1997.06 1997.09 -0.9% 0.0% -0.9% GOVERNMENT
1997.09 1997.12 -2.3% 1.0% -3.3% GOVERNMENT

1997.12 1998.03 -4.3% -1.9% -2.4% TRADE
1998.03 1998.06 4.9% 3.0% 1.9% CONSTRUCTION
1998.06 1998.09 0.2% 0.1% 0.1% TRADE
1998.09 1998.12 -0.4% 0.7% -1.2% CONSTRUCTION

1998.12 1999.03
1999.03 1999.06

-0.5% -2.3% 1.8% MANUFACTURING
4.4% 2.9% 1.5% GOVERNMENT

Naïve Survey
Forecast: Forecast:

MPCE 0.4% MPCE -0.5%
MAPCE 1.6% MAPCE

Theil’s U
1.3%

86.8%
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The forecastsby the governmentrespondents
also underestimatedthe samnie’s future government
sectoremployment, in all four of the months where
governmentwas the major causeof the turning-point
error,with anaveragepercentchangeerrorof —17.7%,
pointing to possible problems in reporting and
verification. Such an analysisillustrateshow aninitial
review of sectorcontributionsto the overall forecast
andforecasterror, followed by a closerexaminationof
the forecastsin the sectorthat most frequently is the
major contributor to the overall forecast error, can
identif~’problemsthat may be amelioratedby revising
thesamplingor responseverificationprocess.

In sum, the Illinois survey-basedforecastsof
totalemployment’spercentageanddirectionof change
threemonthsin the future havebeenmoderatelymore
accurate than no-change forecasts, a significant
achievementin an environment where the average
actualchangeshavebeenrelativelysmall. Furthermore,
theanalysisheredemonstratesthat ongoingmonitoring
of the forecastresultscanidentif~’problemareaswhose
eliminationwill substantiallyimproveaccuracy.

Individual EstablishmentPredictions

The individual firm analysis serves three
primary purposes:To assessforecastingability at the
establishmentlevel; to determine whether that ability
variesby firm characteristicsor time period; and to
yield insights into how sucha surveyprocessmay be
improved.

When the objective is to predict total
employmentgrowth, a survey establishment’srelative
impact is basedon its numberof employees.Here,
where the focus is the forecasting accuracyof the
individual establishments, each establishment’s
responsecarries equal weight, regardlessof size — a
‘one establishment,one vote’ approach. Thus the
analysisis basedonthe 15,847individualestablishment
observationsandsubsetsof that total. We presentthe
results first for all establishments,then for subsets
basedonseasonalityandestablishmentsize.

Error Measures

Two typesof errormeasureswere selectedas
appropriate,basedonthenatureofthedataanditsuses:
Error measuresbasedon the percentchangefrom the
beginningto endingmonths;anddirectionerrorsbased
on thenature,but not thespecificsize,of the predicted
percent changes. Table 2, summarizing the error
analysisfor the full sample of 15,847 observations,
providesa referenôefor the reporting format of the
errormeasuresdescribedbelow.

The error measuresfor assessingthe size of
the percentchangeerror are the meanpercentchange

error, MPCE, and its two components,the mean
predictedpercentchange,MPC, and the meanactual

percent change, MAC. These indicate the average
directionof thepredictedandactualpercentchangesas
well asthedirectionoftheaveragebias.

Forsize ofthepercenterror, we give themean
absolutepercentchangeerror,MAPCE, and compareit
to themeanabsoluteactualpercentchange,MAAPC.
The MAAPC also is the absolutepercenterror for a
naïve no-changeforecast. If, on average,MAPCE is
less thanMAAPC, thenthe forecastedpercentchange
Affers from the actualby less thanthe actual differs
from zero,oneindicationthattheforecastis on average
superiorto a no-changeprediction. Theil’s U also is
reported,to providean index ofthe size of thepercent
changeforecasterror relative to that of a no-change
benchmark.

For analysisof the accuracyof the direction-
of-change signals, we use Theil’s Prediction-
Realizationtables (Theil, 1966). The basic table has
nine cells, for pairingthe threepossiblepredictions—

increase,no-change,or decrease,— with the realized
outcomes.The nine cells show the frequenciesof the
nine possible combinations. Row sums give the
distribution ofthepredictions;andcolumnsums,of the
realizedoutcomes.The diagonalof this table sumsto
thepercentofcorrectforecastsofdirection.

Underneath the table, we repeat the
percentagesof forecastswith thecorrectsign; andalso
show separately the percentages of correct,
underestimated,and overestimatedpercent changes.
Thesetwo rows arekey information for assessingthe
accuracyofthedirectionsignals.

The percentagesof correct, underestimated,
and overestimatedpercentchangesare basedon the
distributionof pairwiseoutcomesfor 13 possibletypes
of pairings, groupedby correct and incorrect signs.
These pairings differ conceptually from the mean
percentchangeerrorsdescribedabove.With thepercent
change error, PCE, any prediction higher on the
numericalscalethantheactualvalueis anoverestimate,
evenif both valuesarenegative.Thus if the predicted
percentchangeis —20%,and theactualpercentchange
is —50%, the PCE will be +30%, indicating that the
PCE is an overestimate of the “growth” as well as the
level of employment.

However, in the 13 directional pairings the
position relativeto zero is the basisfor comparison.In
these pairings, the example of a predictedpercent
changeof—20% pairedwithanactualpercentchangeof
—50% is classifiedas a predicteddecreasethat is the
correctdirectionbutwith anunderestimateof theextent
ofthepercentdecline.Thetwo differentapproachesare
not inconsistent, merely different views of the situation.
Forexample,in this illustration, thePCEindicatesthat
thefirm pverestimated“growth” andthelevel of future
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employmentby 30%, while the detaileddirection of obtainingthe firms’ forecastsis summarizedin Theil’s
change analysis shows that error in predicting level is
due to underestimatingthe percentagedecline in
employment.The summaryin the prediction-realization
analysis showing the underestimation and
overestimationpercentagesis derivedwith zero as a
base for evaluating directional changes, thus providing
a different view of the decompositionof forecastbias
thanprovidedby theMPC,MAC, andthe MPCE.

No-changeis both aviable forecastandnon-
trivial outcome for short-termemployment. For the
15,847 observations,37.1% of the actual outcomes
wereexactlythesameemploymentin theendingmonth
as in the initial month.Thereforethedefinitionusedfor
a no-changeforecast is an exact matchof the two
monthlyemploymentvalues.

An additional issue is whether the
establishments’ forecasts provide additional useful
information,versusknowing only thepastpercentages
for thethreepossibleoutcomes— increase,no-change,
or decrease.For this analysis,Information Gain and
RelativeInformationGaintables,not shownhere, were
constructedfollowing the approachin Theil (1966,
chapter 12). The relative information gain from

Q, a zero-oneindex of the quality of the directional
forecasts.This index is a geometricmeanof the relative
information gains from the firm’s threepossibletypes
of predictionswheninformation is availableaboutthe
pastdistribution of actualoutcomes.If finding outthat
the establishmentis forecastinganincrease,no-change,
or decreaseaddssignificantinformationbeyondmerely
knowing from pastexperiencetheprobablefrequencies
for outcomes,Theil’sQ is closerto one.

TheQ is a morecomprehensivemeasureof the
forecastquality than the percentcorrect, since the Q
takesall nine prediction-realizationcells into account,
instead of just the three on the diagonal that are
summedto get the percentof correctforecasts.In our
observationsfor individualestablishments,no-changeis
a very frequentforecast,andsuchforecastsoffer less
relative information gain than the prediction of an
increaseor decrease.The Theil’s Q adjusts for this
difference in relative information gains, generally
discounting the no-change forecasting results and
placing a premium on the correctnessof the increase
anddecreaseforecasts.

Table2- All Establishments,All Quarters
SampleSizeof 15,847

PrrorMeaaureafor Three-Month Percent Change

Sizeof Percent Change
MeanPredicted% Chg.,MPC 2.9%
MeanActual % Chg.,MAC 3.3%
MeanPercentChangeError, MPCE -0.4%

MAPCE 18.0%
MeanAbs.Actual% Gig.,MAAPC 16.9%

TheiPsU 1.009

Theil’s Q 0.455

(0-1 Index for Quality ofChangePrediction)

All Establishments.All Months

The accuracy analysis for the 15,847
observations is presentedin Table 2. The mean
predictedpercentchange,MPC, of 2.9% is below the
mean actual percent change, MAC, thus the mean

Prediction-Reali7ation Table

Realization
Increase No Change Decrease

10.8% 4.7% 6.2% 21.7%
17.2% 29.8% 17.5% 64.5%
3.3% 2.7% 7.9% 13.9%

31.3% 37.1% 31.6% 100.0%I

CorrectSign Increase No Change Decrease_______

10.8% 29.8% 79% 483°hI

Errorby Correct% Underest. Overest.
Over/Under 32.9% 49.4% 17.7% l00.O%I

percentchangeerror,MPCE is —0.4%,a slight tendency
to underestimatethefuturechanges.

The MAPCE of 18% exceedstheMAAPCE,
and Theil’s U is one. Thereforethe error measures
basedon the size of the predictedpercent change
indicatethattheestablishmentforecastson averageare
no moreaccuratethana naïveno-changeforecast.

Prediction
Increase
No Change
Decrease
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As predictorsof directionofchange,the firms
were correct only 48.5% of the time. The majority,
60%, of their correct forecastscamefrom accurately
predictingno-changefor the coming period. However,
theyhavea predilectionto predictno changefar more
often than it occurs— 64.5% of their forecastsversus
only a 37.1%realization— andtheirno changeforecasts
havebeen wrong over half the time (29.8% correct
divided by 64.5% total). Similarly, forecasts of an
increasehavebeenwrongslightly morethan50%. The
only relatively significantinformation signalhas been
in predictingadecrease.Fortheone in seveninstances
when they predicteda decrease,they were correctin
morethanhalf of thecases.However,theoverallresult
is a Theil’s Q of .455, a marginal value. If the firms
were proficient in forecasting,we would expectboth
thepercentcorrectandtheTheil’s Qto beover50%.

In sum,the individual forecastson averageare
no betterthanno-changeforecastsin predictingthesize
of the firm’s future employmentandpercentchange
from current employment. In direction, only 48.5%
correct signals is an unreliablerecord, although it is
better than the 37.1%that would be correct if all of
their forecastswere no-change.A major weaknessin
their responsesis theno-changepredictionnearlytwo-
thirds of the time. If instead about 60% of their
predictionswere for change,their forecastingaccuracy
potentiallywould be higher, especiallysincedecreases
are frequent(31.6%) and they do relatively well in
anticipatingthem.Providingthemwith priorrealization
distributions, similar to the 31% increases,37% no-
change,and 32% decreasesshown here,would give
themdomainknowledgethatmay leadthemto rely less
oftenonno-changeforecasts.

SeasonalityandEstablishmentAccuracy

Predictionsof total employmentgrowth were
more accurate for March and June months when
seasonalityclearlywasa factor.A corollaryhypothesis
is individual establishmentswill be more accurate
forecasterswhenseasonalityis part of the employment
variations.

The impact of seasonality on individual
accuracywasanalyzedtwo ways. First, by comparing
thefoursubsetsof monthsof theyear;andsecondly,by
comparingasubsetof firms in very seasonalindustries
with a subset of establishmentsin less seasonal
industries.

TheFourSeasons

The samplesizesby theforecastedmonthsare:
March, 4,220; June, 4,608; September, 3,476; and
December, 3,543. Our initial hypothesis was that
significant and predictable seasonalchanges from

Decemberto March and March to June would be
accompaniedby more accurateforecasts.However,the
necessaryconditionfor testingthis hypothesiswasnot
presentin the individual establishmentdata. Pairwise
testsof thesamplemeansfor actual employmentdid
not indicate that the differencesacrossany of the
monthscould reasonablybe attributedto seasonality.
For the full sampleof individual respondentsto the
fourth and first quartersurveys, seasonalvariation in
the means apparently is overshadowedby random
variation or cancelledby offsetting differencesacross
establishments.

Selectederrormeasuresfromthefourmonthly
analysesare shown in the first four rows of Table 3.
The quarterlyerrors for size of percentchangeandfor
directionof changeare very similar — equallymarginal
— across the four forecasted months. The major
differencesoccurin theaccuracyof thepercentchange
predictions.

TheMAAPC, meanabsolutepercentchange,
of actualemploymentfor the individualestablishments
is largerin theJunedataset,for changesfrom Marchto
June,than in the other three. Moreover, the firms’
ability to predicttheseJunetbangesis relativelyhigher,
as indicatedby themeanabsolutepercentchangeerror
only 0.2%higherthan the MAAPC andby the Theil’s
U of .84. However,thatrelativeadvantageinpredicting
the size of the percenterror doesnot carry overto a
relatively superior performance in predicting the
direction of change.The 48.1% percent correct for
direction andTheil’s Q of .46 arevery similar to the
values in the other threequarters.One reasonfor the
similarity in thedirectionerrors is thepercentof no-
changeforecastsfor Juneis 64.0%, not significantly
lessthanfor theotherthreemonths.

High SeasonalityIndustriesVersusLow Ones

Firms were designatedas either seasonalor
nonseasonalbased on their 2-digit SIC industry
classificationcodeand the seasonalfactorscomputed
by the Bureauof LaborStatisticsfor Illinois industries
coveredin theCurrentEmploymentStatisticsprogram.
The definition of a seasonal industry has two
components: 1) The industry must demonstratea
monthly fluctuation in the level of employmentthat is
replicatedin eachof themostrecentthreeyears,and2)
The range between the maximum and minimum
monthly seasonalfactorsmust exceedsix percent.The
industries that met these criteria, i.e., seasonal,are:
general building contractors, heavy construction
contractors, special trades contractors,trucking and
warehousing,air transportation,transportationservices,
building materialsStores, generalmerchandisestores,
furniture and home furnishing stores, eating and
drinking places, real estate, personal services,
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amusement and recreation services, educational
services, and membershiporganizations. All other
industriesweredesignatedasnonseasonal.

The seasonal dataset consists of 4,330
observations;and the nonseasonal,11,517. The full
error analysistablesfor thesetwo groupsare available
on request, and selectederror measuresfrom those
tablesare in the lasttwo rowsof Table3.

Our initial hypothesiswas that establishments
in seasonal industries would be somewhatmore
accurateforecastersbecausethey would be aware of
their monthly seasonalvariations andable to predict
them with reasonableaccuracy.Surprisingly,the data
do not supportthat hypothesis.The seasonalfirms do
experiencelarger percentchangesin their employment,
but their MAPCE also is significantly higher. The net
result,as indicatedby theTheil’s U of 1.02versus.99
for nonseasonalfirms, is the seasonalfirms’ accuracy
relativeto anaiveforecastisno betterthantheaccuracy
ofnonseasonalestablishments.

Onewould at leastexpectseasonalfirms to be
more accurateinpredictingthedirectionofchange,but

both the percentcorrectandTheil’s Q showthat they
do no betterthannonseasonalfirms. Onelikely reason
is other factors influence direction over three-month
spansmorethandoesseasonality.An indicationof this
possibility is that for percentagesof increasesand
decreases,decreaseswere 49.4% of the total for
seasonalfirms, but a somewhathigher 50.5% for
nonseasonalfirms, implying that decreasesare not
primarily attributableto seasonality.

Another interestingprobablereason for the
lackof superioraccuracyis that theseasonalfirms have
predictedno-changeexactlythe same64.5%of the time
asnonseasonalones,eventhoughtheseasonalfirms do
experiencea somewhatsmaller percentageof no-
change outcomes. That practice by seasonal
establishmentsmakes incorrect no-changeforecasts
35.8% of their total predictions, versus 34.3% for
nonseasonalfirms. That implies that establishmentsin
highly seasonal industries are not effectively
recognizingandincorporatingtheir seasonalvariations
intotheir employmentforecasts.

Table3 - Error Summaryfor Seasonality

Table4- Error Summaryfor EstablishmentSize

No-ChangeForecasts
VersusReality

% Wrong
Theil’s No Chg. No Chg. NC

Q Pred. Real. Pred.

0.46 69.1 40.8 35.7
0.37 29.8 16.8 19.2

ForSizeof ForDirection No-ChangeForecasts
% ChangeError Error VersusReality

MAPCE MAAPC
MAPCE-
MAAPC

%
TheiFs Correct

U Signal

18.6
20.2
14.8
17.7

17.4
20M
13.7
15.5

Theil’s

Q

0.45
0.46
0.43
0.46

48.5
48.1
49.3
48.4

% % Wrong
No Chg. No Chg. NC

Fred. Real. Fred.

63.5 37.1 34.0
64.0 36.2 35.5
62.7 37.7 32.5
67.9 37.7 36.6

1.2 1.00
0.2 0.84
1.1 1.08
2.2 1.52

0.8 1.02
1.2 0.99

22.7 21.9
16.2 15.0

Forecasted
Month

March
June
September
December

Industry
Type
Seas
Nonseas

Size MAPCE MAAPC MAAPC

Small 19.1 18.1 1.0
Large 9.3 8.3 1.0

47.8 0.46
48.8 0.45

64.5 35.2 35.8
64.5 37.8 34.3

ForSizeof
%ChangeError

ForDirection
Error

%
MAPCE- Theil’s Correct

U Signal

1.01 49.3
1.14 50.5
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Small VersusLargeEstablishments

The differencesby establishmentsizeare the
mostsignificantand interestingamong the24 subsets
we examined. The small firm sample has 13,996
observations;andthelargefirm sample,1,851. Table 4
with selected error measures is provided for
convenience,along with the full error analysesin
Tables5 and6.

The small establishmentenvironmentis quite
different from that of the large ones,and so are the
forecastsandtheir accuracyresults.Whetherornotthe
small firms are betterforecastersthanthe largeonesis
judgmental, dependingon which error measuresyou
emphasizeandhow you interpretthe results.However,
the fact that they are different is indisputable,so we
describethosedifferencesin somedetail.

The small firms averaged11.0 employeesin
the initial month, and 11.1 in the ending month.
Thereforeachangeof oneemployeeon averageisa 9%
change;anda one-personerrorin estimatingeitherthe
currentor future employmentalso is a 9% error. Thus
for the small firms, small unit changesor errors are
largepercentagedifferencesthat havea major impact
on thevaluesfor all of therelative,percentmeasures.

For the large establishments,the meansfor
initial month, projected ending month, and actual
endingmonthemploymentare 240.6,239.3, and236.7,
respectively.Thereforea one-personchangeor error is
only 0.4%. Stated differently, a 9% error for the
avengelarge firm is 22 employees.Thesesubstantial
size differencesmake it inevitable that the percent
errorswill belargerfor smallfirms thanfor largeones.

Anotherdifferencearisesfrom the definition
of no-changeas an exact unit match betweenactual
initial month employment and ending month
employment. With an exact match, small firms’
outcomesare no change.40.8% of the. timç;.but for•
largefirms, only 9.1%of the-outcomesare no-change.
In an earlier presentationof this analysis,we were
criticized for requiringan exactmatch for large firms
that predictedno-change.Therefore in this paper, a
large-firm prediction of no-changeis treated as a
correct outcome,with zero error, if the actual percent
changeis less than plus or minus two percent.That
adjuststhe no-changeoutcomesfor largefirms upward
by 7.7%, to a total of 16.8%— and also increasesby
7.7%thepercentoftheir forecastswith the correctsign.

Even with that differencein the treatmentof
no-change,a no-changeforecastis more rational, and
morelikely to beaccurate,for smallfirms thanfor large
ones.Is higheraccuracydue predominantlyto a large
numberof accurateno-changeforecastsevidenceof
superior forecasting ability? A naïve no-change
forecastingmethodologymayyield the samedegreeof
accuracy.Henri Theil examinedthis issuein detail in

his analysis of the predictive value of anticipatory
surveydata,andhis observationis particularlyrelevant
here:

Consequently, jf our variable happens to be
characterizedby a large percentageofno-change
realizations, chances are that this raises the
percentageofcorrectno-changepredictionssimply
because no-change forecasts still are more
frequent than no-change realizations are. This
raisestheproportion ofcorrectforecasts;andthis
result is due,not to betterforecasting,but to the
observeddistribution of change....It is therefore
conceivablethat thesuperiorperformancefor [the
variable with a high percent of no-change
outcomes]comparedwith [the variablewith a low
percentofno-changeoutcomes]hasnothingto do
with the ‘real” quality of the forecasts.(Theil.
l966,p.365).

In sum, the large differences in the percent of no-
changeoutcomesandthepotentialimpactofno-change
forecastsfor small versuslargefirms haveaprominent
bearingin assessingthe forecastingability of the two
typesof firms.

Key error measures for small and large
establishmentsare givenin Table4. The MAPCE for
small firms is 191%,versus9.3% for large ones,but
the meanabsoluteactual percentchangesfollow that
samepattern, 18.1%and 8.3% respectively.Therefore
the differencesbetweenthe MAPCE andMAAPC are
aboutthe same1%, andtheTheil’s U of 1.01 for small
firms clearly is below the 1.14 for largeones.For us,
theserelationshipsarea goodillustrationof thevalueof
using multiple statistics summarizing the percent
change relationships,to obtain a better perspective
abouttheforecastingaccuracy.

The error measuresfor direction of change
also require more than a cursoryreview. The 49.3%
correct signs ad Theil’s Q of .4~for small firms in
Table4, versus50.5%and.37 for largeones,appearto
show that small firms’ forecastsare as good as, or
betterthan,thoseby largefirms as signalsof direction.
However, examine the full Prediction-Realization
resultsinTables5 and6.

As shown in Table 5, the 49.3% correctfor
small firms come predominantly from 33.3% being
correct no-changeforecasts.Anotherway of stating
their resultsis that they correctlypredicted33 out of
every41 no-changeoutcomes.However,theypredicted
no change69.1% of the time, with over half of these
predictionsbeingwrong.

Regardingincreasesanddecreases,they only
correctlypredicted9 outof each30 increases,and 7 of
each 30 decreases. Therefore, what moderate
forecastingsuccessthey haveachievedstemsnearly
entirely from adoptinga simpleno-changeforecasting
approach.If the small firms cut in halftheir percentof
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no-changeforecasts,redistributingthem in proportion
to their current pattern of increase and decrease
predictions,their percentcorrectandTheil’s Q would
remainaboutthesame.

The large-firm predictionsof direction are a
quite different situation, Their percent correct is a
relatively low 50.5%. It is true that they also are
predicting no-changeexcessively,29.8% of the time
when the realization is only 16.8%, as reportedin
Tables4 and 6. However, this excessof no-change
forecastsis very detrimental to their percent correct
sincetheyarewrong 64%ofthe time whentheypredict
no change. When they do predict an increaseor a
decrease,the large firms are more accuratethan the
small ones.If they reducedtheir use of no-change
predictionsto gç~ç~,a proportionalredistributionoftheir

forecasts between increases and decreasescould
dramatically increase their accuracy. Such a
redistributionwould pushtheir percentcorrectup from
50.5%to over 60% — considerablyhigher than that of
small firms — andtheir Theil’s Q from .37 to at least
.52.

In sum,if small firms merelyreducetheir use
of theno-changeprediction,their overall accuracy,at
leastfor directionof change,is not likely to improve.
They also will needto developa better forecasting
processthat increasestheir ability to forecastthat an
increaseor decreasewill occur. On the otherhand,
largefirms can increasetheir accuracyin forecasting
directionof changeandlevel of employmentmerelyby
reducingthe percentageof the timethat they adopta
no-changeforecast.

Table5 - Small Establishments,1 to49 Employees,All Quarters
SampleSize 13,996

Prediction
Increase
No Change
Decrease

diction-RealizationTable

Realization
Increase No Change Decrease

9.1% 4.8% 4.8% 18.7%
17.8% 33.3% 18.0% 69.1%
2.7% 2.7% 6.8% 12.2%

Theil’s Q 0.463 Error by
(0-1 Indexfor Quality ofChangePrediction) Over/Under

Correct% Underest. Overest. ________

36.7% 48.2% 15.1% 100A)°hI

Table6 - LargeEstablishments,50 orMoreEmployees,All Quarters
SampleSize1,851

Theil’s Q 0.370
(0-I Indexfor Quality of changeprediction)

Predicticm-Realir.ationTable

Realization
Increase No Change Decrease

23.6% 3.9% 16.4% 44.0%
9.0% 10.6% 102% 29.8%
7.7% 2.3% 16.3% 26.3%

40.4% 16.8% 42.8% 100.0%I

CorrectSign Increase No Change Decrease________

23.6% 10.6% 16.3% 50.5%I

Errorby Correct% Underest. Overest.
Over/Under 12.5% 50.9% 36.6% 100.0%I

F.rrorMeasuresfor Three-MonthPercentChange

SizeofPercentChange
MeanPredicted% Chg.,MPC 3.3%
MeanActual % Chg.,MAC 3.9%
MeanPercentChangeError,MPCE -0.5%

0.0%
MAPCE 19.1%
MeanAbs.Actual% Chg.,MAAPC 18.1%

Theil’s U 1.008

29.6% 40.8% 29.6%I 100.0%I

CorrectSign Increase No Change
______________9.1% 33.3%

Decrease_________

6.8% 49.3%l

En’or Measuresfor Three-Month PercentChange

SizeofPercentChange
MeanPredicted%dig.,MPC -0.2%
MeanActual % dig.,MAC -1.0%
MeanPercentChangeError,MPCE 0.8%

MAPCE 9.3%
MeanAbs.Actual%dig.,MAAPC 8.3%

Theil’s U 1.142

Prediction
Increase
No Change
Decrease
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Whichgrouphasthebetterforecasters?Based
on thewholeset of errormeasures,ourjudgmentis the
largeestablishmentshavean edge,butnot a very large
oneatthepresent.Whateverone’sdecision,thenature
and results of the Illinois forecasts definitely are
different for small firms and large ones. So different
that showing the distributions of past realizations
separatelyfor small firms and largeonesin reportsto
establishmentforecastersmay changethe forecasting
strategyof each group in a way that increasesthe
overallaccuracyofthesurveyforecasts.

Conclusions

Predicting Total Emolovment

The 14 recent Illinois surveysof employers
provide percent change predictions for total Illinois
employment that are more accuratethan no-change
forecastsoncethenine industrysectorpredictionsare
appropriately reweighted.The survey predictions do
havean underestimationbias, both in size (MPCE of
—0.5%) and numberof underestimates(64.3% under
versus35.7% over). However, comparingthe survey-
basedpredictedgrowth ratesto thenaïvebenchmark,
the survey predictionshavea lower meanabsolute
percenterror, 1.3% versus1.6%; and a Theil’s U of
.868.

The direction of change also is important
information. The survey-basedpredictions for total
employmenthad the correct sign 64% of the time
(versusnaive forecastsonly 7%). The Theil’s Q value
of .59 indicatesthat thesurvey’spastdirectionsignals
are relatively useful information, beyond just
knowledgeof theprior outcomedistributions.

Significantly, the 36% of the time when the
surveyforecasteda gain, thesurveywas100% correct.
Thereforeknowing that positive signal is a definite
information gain. Predictions of declines in total
employmentwere notreliable,only correct44% of the
time, sosurveyforecastsof decreasesmustbeweighed
against other sourcesof information. However, the
analysisby sectorshowsthelow accuracyinpredicting
declinesstemspredominantlyfrom one sectorandmay
bereducedby reviewingthe samplingandverification
procedures.

Our judgment,basedon this evidence,is the
employersurveys have value as a methodologyfor
forecasting short-term percentage and direction of
changein totalstateemployment.

Predictine Individual EstablishmentEmnlo’vment

paired differences tests showed no significant
differences exist. This environment causes the
evaluationofthefirms’ forecastingaccuracyto bemore
subjectivethanhadbeenhoped,but also increasesthe
valueofutilizing anumberof errormeasures.

Error measuresfor the full set of 15,847
establishment forecasts show that the individual
forecastson averageare no better than no-change
forecastsin predicting the size of the firm’s future
employment and the percent change from current
employment.

As direction signals, only 48% of their
forecastshadthecorrectsign. However,theprediction-
realizationanalysisshowsestablishments’over-reliance
on no-changeas their forecastingstrategyis a major
weakness.Providing them with domain knowledge
aboutthedistributionsof pastoutcomesmay leadthem
to adjust their forecastingstrategiesin a way that
increasesthe individualestablishment’saccuracy.

The analysesof subsetsof the establishments
by seasonoftheyearandby seasonalindustriesversus
nonseasonalonesrevealedno significantdifferencesin
accuracyattributable to seasonality,other than the
March-to-Juneerrors being somewhatlower than the
other threeperiods.Moreover,the evidencesuggests
that establishmentsin highly seasonalindustriesarenot
effectivelyrecognizingandincorporatingtheir seasonal
variationsintotheir employmentforecasts.

Analysis of small versuslargeestablishments
indicates that the large establishmentshave a slight
edgein forecastingability. However, their pasterrors
havebeenlargerthan naïveforecasterrors.Moreover,
the largeestablishments’signalsof directionof change
havebeenonly marginallybetter than those of small
establishments— hamperedalso by excessivereliance
onno-changeforecasts.

In sum, the establishment forecasts and
outcomesimply the averageIllinois establishmentis
not usingeffectiveshort-term forecastingprocedures.
Enhancingtheir forecastingskills couldbebeneficial to
the establishmentas well as improve the accuracyof
theemployersurveys.
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The Forecasterand the Past
I will notconcernmyselfwith methodsof forecastingbut with thestatisticaldata-inputson

whichsuchstatisticalforecastsarebased’. Iwill beconcernedwith thepotentialfor prediction,
thepredictivevalue,of socio-economicdata. Whentheresultsof forecastingmodelsare
evaluated,their lackof successoften is blamedon the ‘lack of precisionof thedata,’oras‘the
influenceof ahumanfactorin forecasting.2

Theterm‘predictivevalue’is sometimesunderstoodto meantheability of onetime seriesto
give advancenotice of changesin anotherserieswhich lagsbehind3. I amusing ‘predictivevalue’
of databroadlyasthepotentialto anticipatefuturesocio-economicdevelopments.

Everystatisticalfigure dealingwith societysupposedlyreflectsthestateof asocio-economic
situationat acertainpoint in time. As that situationunfolds, theanalystkeepsabreastof the
changeswith newdata. Whentheavailability of astatisticalfigure is delayed,thesituationit
describescorrespondsto theactualstateof affairsat themomentof analysisonly to theextentto
whichthat situationhasnot changed.Unfortunately,in this fastdevelopingsocietysomethingof
therelevance,for describingthecurrentsituation,evenof themostrecentdata, hasalreadybeen
lostby thetime thosedatabecomeavailable.

Imagine,for example,how usefulthetime seriesof the indexof industrialproductionwould
beto aforecasterwho at years’endreceivestheAugustfigure asthelatestavailabledatum. How
well would s/hebe informedabouttheproductionsituationattheendofthatyear?How useful
would thattime seriesbein aforecastfor thefirst or evenlater semestersof thefollowing year?
Or how usefulcantheinformationcontainedin the 1990populationcensusbeto aforecaster
who mustrely on it astheonly availableinformationin 1996,yearsafterthatcensushadbeen
taken?Evidently thereis apointin timebeyondwhichastatisticalfigureceasesto beofvalue in

~Ihavepresentedanearlierversionof thefollowing ideasas “Forecasting:thepredictiveValueof
StatisticalData” in Proceedings~fth~Business~nsiEconomicStatisticsSection~fASA Washington,D.C. 1968,
pp.381-385.Also as“The Effect ofDataObsolescenceon EconomicForecasting- A specialCaseof Timeliness”
in: ContributedPapers,1ST,

46
th Session,Tokyo 1987,pp.473-4

2 e.g.JamesB. Wong,BusinessTrendsandForecasting,an annotatedguideto theoreticalandtechnical

publicationsandto sourcesof data,GaleResearchCo. Detroit,Mich, 1966,p.31 andWalterE. HoadleyJr. “The
Importanceandproblemsof BusinessForecasting’in: HerbertProchnow,ed. DeterminingtheBusinessOutlook,
HarperBrothers,NewYork, 1954,p.23

3Seee.g.Milton H. Spencer,CohnG. Clark,PeterW. Hoguet,Business~ EconomicForecasting,pp.
202,203.
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assessingthecurrent,let alonethefuturestateof asocio-economicsituation.This importantfact
of “dataobsolescence”is of muchlessimportancein thedata-mostlyaccuratemeasurements- in
thephysical/naturalsciences.It is becauseof statisticaltheory’sheavyrelianceon themethods
developedin thosehardsciencesthateconomistsandsocialscientistshavenotpaidmuch
attentionto thefactof dataobsolescenceandits consequences.Theassumptionof continuity in
patternsandrelationshipswhich underlieseveryforecastingmethodmustbeunderstoodin the
light of this basicfact4.

A goodpartof forecastingconsistsin understandingthepast,tracingdownthehistoric roots
of thesoáialandeconomicforcesthatareresponsiblefor thepresentstateofthesituationin
orderto extendtheseinto thefuture. Suchan understandingof thehistoryof asituationliesat
theheartof thematter.Theforecastermustlearnto understandthatthedifferentpartsof his
historic datain atime seriesareofdifferent valueto him: evidentlyhe shouldpaymoreattention
to thenewer,morerecent figures,thanto theolderones.Usuallyhe shouldconfinehis attention
to aratherlimited time-span.As time moveson, thattime-spanalso keepsadvancing.S/Hemust
not conceiveof asocio-economictime seriesasan ordinaryclimbing vine thatcontinuesto grow
at thetip ofits runnerswhile remainingfully alive in all its parts.Hemustinsteadconceiveofit
asoneofthoserarecreepers,theolderpartsof whichdie off graduallywhile it continuesto
sproutnew leavesandrootsatthetip of its runners,clinging to thenewgroundandfeedingon it.
Theforecastermustnotburdenhis/herworkwith datathathavebecomeobsolete,andtherefore
irrelevantfor anticipatingthefuturedevelopmentsof thesocio-economicsituationto beforecast.

Statistical obsolescence,its causesand assessment
Forecastershavelong recognizedthe needfor rapidly availablefiguresandwere willing to

tradeoff kiss in accuracyagainsttimeliness.Thecustomof e.g. theBLS to presenttheir
publishedpriceandproductiyitydatain suchawaythatthenewestfigures arelisted first, then
theolderones,in reversedtime sequence,and limited to relatively shorttime spans,therefore
makesgoodsense.

Theawarenesshasnot yetsunkin that socio-economicdataover time becomeuseless.They
expire,soto speak, like dairyproductsormedicines,regardlessof theiroriginal cost.The
processofobsolescencein thedata,thefading-outofdescriptivevaluethroughthelossof
timeliness,continuesat an unevenspeed.No fixed formulacando justiceto this loss.After some
timeeverystatisticalfigurehasbecomevaluelessfor understandingthepresentsituation,let
aloneits future. All expiredsocio-economicdatahavebecomeuselessandareto bediscarded
from theforecastingprocess.

Statisticalobsolescencestemsfrom changesin theunderlyingcausalsystem,andis dueto
factorsthatareinternalandexternalto thesocio-ecnomicsituationto be forecast.

4~rhetheologianPaul)” Tillich maintainsthat humanswere neverableto bearthe thoughtofhavingtheir
experiencethrust into a pastwhereit would betotally lost. Andthis is thereasonwhy theyhavealwayssought ... to
erectobstaclesto thediminishmentoftheirmemory(p.114)..it is extremelydifficult to imaginehowanythingcould
be imbuedwith lasting significance..(pl15)” JohnF.Haught,TheCosmicAdventure-Science,Religion andthe
Questfor Purpose,PaulistPress,NewYork, NY 1984
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Internal factorsactwheneverindividual workers,businessfirms, fixed capitalassets,etc.are
beingreplacedby new,differentoneswhichcanperformathigherlevelsofquality andquantity.
Theseinternalfactorscausechanges,throughthesuperiorpreparationof thenewentrantsin the
labor force, installationof computersandrobot systemsthat increaseproductivityandthe
superiorefficiencyof newwaysof managingbusinessorganizations.Theeffectsof such
innovativechangesoftenarenotdirectlyreflectedin thedataonproduction,exports,etc.
Besidestheoutright replacementoftheworkforceandofequipment,therearemanysmall
changes.Olderworkersareretrained,newconceptsof depreciationareintroduced,business
transactionsaremadefasterandcheaper,‘flextime’ and othernewmanagementstrategiesalter
theresponsesof thesocio-economicactorsto thecustomaryincentivesofsociety.Such
ubiquitous‘internalchanges’causeacreepinglossof continuity in all datadealingwith aspects
of society.

Externalfactorsarethosethat referto broaderchangesin thegeneralsocio-economic
setting,thechangefrom warto peaceproduction,racial integrationorderedby law, Title P1
legislationdealingwith sexdiscriminationin employment,changesin theinterestrateby the
FederalReserveBoard,andeverychangein existinggovernmentregulations that affectsthe
industryor regionfor which aforecastis to bemade.

Every indicationofchanges,then,is alsoan indicationof additional statisticalobsolescence
in thedatathatwereobtainedbeforethat change.Theseshifts in thecombinationof
socio-economicforcesaregradual,seldomnoticedin thedata.Only few changesin thesocial
andeconomicenvironmentleavevisible marksin thedata.Obsolescenceworksasan
unspectacularerosionthatwill not becomevisible in thefigures. Thisunpredictableprocessof
becomingirrelevanttakesplacewith unevenspeed,constantlychangingwithin thesameseries.It
is herethat prudentjudgementof theperceptiveforecastermustenter.Obsolescenceis at work in
all statisticaldata,affectingtherelationshipbetweentime series,andaggravatingtheproblemsof
‘proxy series’and ofthoseseriesthat aredifficult to interpretbecauseof methodologicchangesin
datagatheringmethodsorchangeddefinitions5.

Despitenumeroushints to thegreatneedfor staffandupkeepof theforecastingmodelsin
thedescriptionof actualforecasts,statisticalobsolescenceis hardlyeverexplicitly considered.6

Althoughforecastersmayhavebeenawareof its presencelittle seemsto havebeendoneaboutit.
Obsolescencein dataleadsto theimportantquestion: How farbackcandatabeusedas

inputsinto aforecastingmodel?Obviously thereis no patansweravailable. Theforecasterwill
haveto studyeachsituationto be forecast.All eventsin societythatmayhaveaffectedthe
continuityof thecausalsystemwhichunderliesthesocio-economicsituationto be forecastmay
haveto be investigatedandjudgedfor its impacton thedataathand.Thattaskpertainsto the
economist,engineer,manager,sociologist,demographer,in short, theexpertin thesubject

~Spencer, op. cft. p. 91.

6 Spencer,op. cit., p. 20, 21 and35.
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matter,not thestatistician! Thatexpertmustappraisetheimportanceof the lossin continuity,
assessingasobjectivelyaspossible,howmuchof thecontinuityof eachfigure hasbeenlost
during eachtimeperiodfor whichdataareprovided.She/Hewill determineto whatextentthe
dataarestill relevant.For forecastsperformedcontinuously,therelevanceof eachfigure will
haveto bereassessedandtheassignedweightsbeadjustedfor eachnewforecastto bemade.It is
importantthatthis is doneby informedexpertjudgement,not mechanicallyby afixed

(mathematical)formula. Obsolescenceof datais to be estimatedastheamountof ‘lack of
continuity’ in theunderlyingtechnical,socialandeconomicconditionsthatconnectthesituation
in theearlierperiodto thepresent.

Suchan assessmentof gradualdiscontinuityshouldbe indicatedby weights.Theseweights
assessingthelossofcontinuity in theunderlyingsocio-economicsituation,could be expressedby
decimalfractions,appearinglike probabilities. Theseweights,relatingthedegreeof
obsolescence,will lie between1 and0. A weightof 1.0 would indicatethat no changesin the
internalandexternalfactorscouldbefoundbetweentwo timeperiodunderinvestigation.If a
socio-economicsituationhaschangedcompletely,thefactorexpressingcontinuitywould
becomezero.Suchaweightwould thenalsobeassignedto all datain atime seriesbeforethe
onewith 0.0 continuity..
An estimateof ajoint continuity factorof say, .10 - thatwould be an obsolescencefactorof .9 -

simplymeansthattheinformationgleanedfrom thefigure of thattime periodshouldbeusedin
forecastingwith only 1/10of theimportancegivento thefigure from thepresenttimeperiod.

As an hypotheticalexample,assumeatimeseriesthat goesbackto 1979.Assumealsothat a
competentstaff of analystshasstudiedcloselythatseries.Thesesubject-matterexpertsassessthe
degreeof lossof continuityof thefiguresofthat series,for eachyear,relativeto theprevious
year.To expressthedegreeof continuity,or the lackofit - lossthroughobsolescence- each
expertassessesthatcontinuityasadecimalfraction between0 and 1. After discussion,we
assumethat theseexpertshaveagreedon thecontinuityratings,givenbelow. Thesecontinuity
ratingsarenot to bemistakenforprobabilities.A ratingof 1 would signify thatthesubject-
matterexperts- not thestatistician- foundno indicationthattheconditionsin thatindustryhave
changed.A ratingof 0 would indicateacompleterupturein theconditionsbetweentwo
consecutivetimeperiods.Thefigure of thatperiod,andall earlierdataof suchatime series,
would havebeenfoundto beuselessfor forecasting.Supposethatthedegreeofcontinuity -- or
thelackofit asobsolescence— wasdeterminedbetweeneachtwo subsequentyearlydataas
follows:

Year 1979 ‘80 ‘81 ‘82 ‘83 ‘84 ‘85 ‘86 ‘87 ‘88 ‘89 ‘90 ‘91 ‘92 ‘93 ‘94 ‘95
\/ \/\/\/\/ \/ \/\/\/\/ \/ \/ \/\/\/ \/

Continuity .95 .98 .80 .75 .79 .40 .35 .60 .80 .86 .91 .97 .99 1.0 .90 .94

Thefigure “.95” for 1979/80would indicatethatbetween1979and 1980thesituationunderwent
only minor changes.Thehigh stability in thesituationwasassessedas.95, astability of 95%with
a lossof continuityof about5%. Betweentheyears1984/85,in contrast,majordiscontinuitiesin
thatindustrywereobserved,leavingonly 40%of theconditionsto carryoverinto thefollowing
year.This low continuitycorrespondsto alossthrough‘obsolescence’of about60%.On theother
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hand, therewereno changesobservedbetween1992and1993. Thecontinuityratingsofthat
serieswill be shown,in reverseorder,to determinethejoint “discounts”for obsolescence,begin-
ning with themostrecentfigure:

Year DeterminingJointContinuityRatingsfor 1996-97 Obsolescence
1995-96 1.0 = 1.00 .000

1994-95 1.0*.94 = .940 .060
1993-94 1.0*.94*.90 = .846 .154
1992-93 1.0*.94*.90*.1.0 =846 .154
1991-92 1.*.94*.90*1.0*.99 =838 .162
1990-91 1.0*.94*.90*1.0*.99*.97 = .812 .188
1989-90 1.0*.94*.90*1.0*.99*.97*.91 = .739 .261
1988-89 1.O*.94*.90*1.0*.99*.97*.91*.86 = .636 .364
1987-88 1.0*.94*.90* 1.0*.99*.97*.91 *86*80 = .509 .491

1986-87 1.0*.94*.90* 1.0*.99*.97*.91*.86*.80*.60 = .305 .695
1985-86 1.0*.94*.90*1.0*.99*.97*.91*.86*.80*.60*.35 = .107 .893
1984-85 1.0*.94*.90*1.0*.99*.97*.91*.86*.80*.60*.35*.40 = .043 .957

1983-84 1.0*.94*.90*1 .0*.99*.97*.91 *86*80*60*35*40 *79 = .034 .966
1982-83 1.0* 94* .90*1.0* 99* 97* .91 * .86* .80* .60* 35* .40 * 79* .75 = .025 .975
1981-82 1.0*.94*.90*1.0*.99*.97*.91*.86*.80*.60*.35*.40*79*75*80 ... = .020 .980

1980-81 1.0*.94*.90*1.0*.99*.97*.91*.86*.80*.60*.35*.40*79*75*80*98 = .020 .980
1979-80 1.0*,94*.90* 1.0*.99*.97*.91*.86*.80*.60*.35*.40*79*75*80*98*95_019 .981

Theseratingsindicatethecumulativeeffectsof obsolescenceof theearlierdatafor any attempts
to anticipatein 1995 thescenarioof thesocio-economicsettingfor this seriesin 1996andbeyond.
Thesefiguresindicatethatin 1995 the 1990 figuresof thatseriescanbe reliedonly with 73.9%
of theirvaluewhentrying to forecastbeyond1995.That73.9%impliesa 100% - 73.9%= 26.1%
lossof continuitydueto dataobsolescence,informing theforecasterthattheseolderdataarenot
to beusedat aparwith thelatestfigures,butwith the indicatedamountof “discount for
obsolescence.”The 1987 figuresshouldbeusedfor forecastingpurposeswith only 30.5%of their
original value.

Although the more knowledgeable, perceptive and giftedforecasterwill producebetter
forecasts, the final determination should be achieved by discussionand consensusbetweenthe
members of a team of subject-mater experts charged with assigning weights for obsolescence to
the data.

Changes in the underlying causal system have been measured before7. For purposes of

forecasting,however,amoresensitiveperceptionofchanges,andof theirimpact,is required. It

7See e.g. Gregory C. Chow “Testsof EqualitybetweenSetsof Coefficientsin two LinearRegressions”
Econometrica,Vol. 28,3, July 1960,
Also: “DasLexis’scheDispersionsverfahren,”in: Wilhelm WinklerGrundrissder StatistikI, Wien 1947,Manzsche
Verlagsbuchhandlung,p.73-79.
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is obviousthat databeforetheKoreanwarin 1952 shouldnot beusedany longerfor forecasting.
This goesagainstthewidelyheld,mistakenbeliefamongforecasters,thatlongertime seriesgive
betterforecastsbecausesupposedly“there is strengthin numbers.” True,accordingto sampling
theory,largersamplesallowmorereliableconclusionsaboutapopulation. But thedataof social
andeconomictime seriesarenotdrawnat randomfrom a timelesspopulation.Moreover,each
figureusuallyis itself apopulationdescribingthe successivestagesin thedevelopmentofa
situationin society.Withoutbeingawareofit, I believethat statisticians’thinking todayis still
dominatedby theconceptsof statisticalsamplingandinference.All statisticaldata,time series
included, aretreatedasif theywererandomsamples.Yet thedataof mostsocio-economictime
seriesare nota setof simultaneouslyexistingsampleunits. Insteadwemustrealizethetrue,
descriptivenatureof socio-economicstatisticaldata,which, rightly understood,leadsto limiting
theiruseonly to therelevant,morerecentdata.In otherwords,usingonly relativelyshortportions
ofthe availabletime series.The intuitive understandingof this fact seemsto accountfor the
popularityof exponentialsmoothingin forecasting.

Obsolescenceand sizeof the aggregate
A question that has been raised repeatedly: can the forecast of a time series be improved by

combiningtheforecastsof its sub-time series?Is suchacombinedforecastsuperiorto adirect
forecastof the largeraggregatesin atime series?

Time seriesconsistingof largeaggregatesdescribea lesspinpointed,broaderpicture.Such
seriesshowonly thosemajornet-changesin thesocio-economicsituationthatreachbeyondthe
aggregationlimits with regardto timeinterval,subjectmatterandgeographicterritory.
Everythingelsein theselargeaggregateshasbeeneliminatedby internalcompensation.As a
resulttimeseriesof largeaggregatesfluctuateless,nordo thesebecomeobsoleteasrapidlyasthe
dataof small aggregates.Thebroadpicture,that largeaggregatesdescribe,is lessaffectedby the
innumerableday-to-daychangesthatoccurin small regionsandnarrowlydefinedsubject
categories.

Thesesameday-to-daylocal changesdo affect time seriesofnarrowlydefinedaggregates.
They fluctuatemorefrequentlyand morestrongly,reflectingtheminor changesin thebusiness
scenewith greaterimmediacy.Consequentlytheybecomemorerapidlyobsoleteandtheir
forecastingspaninto thefuture is muchshorter.Becausethis doesnot allow to tracethepresent
situationvery far into thepast,theirforecastingrangeis correspondinglyshort, allowing only
short-termforecasts.Time seriesofwider aggregates-- wide with regardto theirgeographic
territory and/orthe lengthofthetime periodand/orthewidth of definitionof the subject-matter--
havealower rateof obsolescenceandpermitlonger-rangeforecaststhanthosebasedon more
narrowaggregates.If varioussuchshort-termforecastsarecombinedinto aforecastof thetotal
series,suchacombinedforecastingrangedoesnotextendfartherinto thefuture,asthe
forecastingrangeof theothercomponentseries.It will not allow forecastsasfar into thefutureas
theforecastingspanof thetimeseriesformedby aggregationofthe smallercomponenttime
series.In light ofthesefacts,combiningtheforecastsofthepart-seriesof an aggregatewill not
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improvethelonger-rangeforecastsmadewith theaggregateseries8.
Whentherelationshipbetweenvarioustime seriesis exploredwith n-dimensional

multivariateanalysis,theratesof obsolescenceofthesen time seriesmaydiffer. In thatcasethe
joint obsolescencefor thedataof agiven time periodis theproductbetweentheindividual
obsolescenceratingsdeterminedfor eachseriesfor thatparticulartime period.These
obsolescencefactorsareto beusedlike frequency-weightswith whicheachof the
multidimensionalpointson theregressionsurfaceareto beweighted,whencalculatingregression
parameters.Thismeasureof obsolescenceis an attemptat quantifyingtheimpactof historic
developmentson theusefulnessof olderdata.

Someconclusions
Fewforecastingmodelshaveconsistentlyperformedwell. Thereasons,I suspect,werenot

necessarilythefaultsin theeconomiclogic on which theyrest,but the indiscriminateinput of
data. All modelswill improvetheirperformanceif theirparametersarecomputedwith proper
regardfor statisticalobsolescence.

Whenadjustingseasonalfluctuationsby electroniccomputers,earliermodelshadlimited
datastoragecapacity,in manycasescapableofaccommodatingtime spansof notmorethan 15
years.This wasdeploredas adrawback9.In reality, suchalimitation reallymayhavebeena
blessing.A spanof 15 yearsis probablymorethanis neededfor mostforecastingpurposesin
thesetimesof rapidlychangingtechnology.

Thisdiscussionmayalsohavepracticalconsequencesfor thestoragecapacityof databanks.
Obsolescenceshouldleadto afrequentturnoverwithin thestorageareaof thebank.As soonas

databeginto expirebeyondthepoint of highusefulness,theyoughtto be transferredfrom the
morecostly ‘interactivestoragearea’into cheaper,lessreadilyaccessiblestorageareas,andfinally,
into ‘dead-datafiles.’ Suchfrequent,obsolescence-basedrotationshouldalleviatestorage
problemsandleadto amoreeconomicaluseof electronicdatastorage’°.Compromisesthough,
will haveto bemadebetweenusesof datawhosecomponentserieshavedifferentexpiration
ranges.

Anotherconclusionis of amoreacademicnature.Whene.g.for thepurposeof determining
insurancerates,relativefrequencydistributionsarecomputedfrom time series.Statisticians
leaningtowardthe “objective” interpretationsof probabilitieswould includeasmanydataofthe
timeseriesaspossible. In asituationofrapidchangeandobsolescence,these‘probabilities’ may
bebasedon a fairly shortpartof thetime series,approachingiii thelimit, “subjective”

8 Seee.g.David C. Melnikoff, “Long TermProjectionsandBusinessDecisions”Proceedings~f~
AmericanStatisticalAssociation,1957,BusinessandEconomicStatisticsSection,p. 337 upperright.

~JuliusShiskin,Harry Eisenpress“SeasonalAdjustmentsby ElectronicComputerMethods”NBER,
TechnicalpaperNo. 12, NewYork, NationalBureauof EconomicResearch,1958 p. 427,especiallyhis reference
to MethodI. Thefactthat thecapacityof computerssincethen hasbeenextendedto 50 andmoreyearsdoesnot
changemy point.

‘°GeorgetownUniversityLibrary hasbegunin 1999 to removebooksfor which therewasonly minimal
demand,fromits ‘active’ shelvesat the library andstore themin ageographicallyremote,lessrapidly accessible,
cheaperstoragelocation.
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probabilities. These can beunderstoodas“probabilitydistributionsdetermine from time series
with extreme obsolescence, thereby bridging the opposing views of subjective and objective

probability.
But there is alsoanotherpracticalside to this: Insurancecompaniesdeterminetheratiosof

insurable events from time series - ratiosincorrectlyreferredto asprobabilities . These are only

rarelychangedto adjustfor majorchangesin society. But in fact all insurance rates should be re-
calculatedon aregularbasis,from up-to-date,revolving setsof data,that includethenewestdata
while graduallyeliminatingobsoletedatathatno longerrepresentthesocial,demographicand
economicreality, e.g. for life insurancepurposes.Thatwould beanotherimportantapplicationof
theproposedadjustmentsfor data-obsolescence.

Although forecastingis anecessity,nobodyreallycanpredictthefuture.We werereminded
of this by theworld oil crisisof 1973 thatcaughttheworld by completesurprise.Thatis boundto
happenagainbecauseforecastingwith statisticaldatais like apersonwho advanceswith his/her
back to thedirectionin which s/heintendsto move. Insteadof looking forward,watchingwhere
s/heis goingto stepnext,theforecasterlooksback,searchingfor cluesto thefuturein thepast,
relying on thestatisticalrecordsofthepastforhintsaboutfuturedevelopments~1.

Despitesuchpessimism,aplausibledefense,forthefrequentcaseof forecaststhat missed
themark, couldbeasfollows: Assumingyou developedaperfect forecastingmodel that gives
unfailing results.Twothings are boundto happen.1. As forecastingis not a spectatorsport,but
madeto guideaction,thosewho orderedtheforecastwill takeadvantageof thatpredictedboonor
act to ward off the predicted threat. And 2. Otherforecastersalsowill havemadeforecasts.Even
if those were not asgoodasyour’s pro-activeactionwill be takenbasedon theirforecasts.By the
time the predicted future arrives,it hasbeentamperedwith to suchan extent,thanksto all these
forecasts,that it became something quite different from thefuture thathadexistedat thetime
when you made your forecast.Soyou canfeelvindicatedaboutthequalityof yourownforecast:it
would have been perfect if everybodyjust hadleft thatfuturealone!

1tpeter Drucker summarized this succinctly: “We muststartout with thepremisethat forecastingis not a

respectable human activity and not worthwhilebeyondthe shortestperiods. Strategicplanningis necessary
precisely because wecannot forecast’ Management, Tasks, Responsibilities, Practices, Harper & Row, New York,
1974, p.124
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The Impact of Changesin Both Final and Intermediate Demandon the Structure of
Industry Employment, 1978to 1995

Art Andreassen
Office of Employment Projections,Bureau of Labor Statistics

Thedistributionofemploymentby industryhas

undergonemajorshiftssince1978 andnumberof

explanationshavebeenadvancedasto why this has

occurred. The following studyinvestigatesand

measurestheextentto whichchanges in demandhave

contributed to thisnew employmentdistribution.

Between 1978 and 1995, a growing and fully employed

labor force together with increases in productivity

drove output higher and added 31.9million newjobs to

the 98.1 million that werealreadyin existence.This

healthy 32% growth in employment was not shared

equally by all industries. Many industries in fact had

employment declines as changes in products,

production processes, management practices and tastes

redistributedthejob structure. Changes overtime in the

sharetakenby anindustry’semploymentis dueto the

interaction of productivity and demand. Productivity

impactsemploymentlevelsby affectinganindustry’s

relativepriceandits useoflabor.Relativelyhigher

productivity growth allowsanindustrytheoptionof

raisingpricesless thanotherindustriesincreasingthe

demandfor its output. Alternatively,a relativelyhigh

rateofproductivity growthpermitsanindustryto

increaseoutputwith a lesser increasein employment.

Manufacturingindustrieshavehigh rates of

productivitygrowthwhich allow outputincreasesfaster

theemploymentincreases.Thisstudyhowever

concentrateson theother factor,demand,andthe

contributionmadeby eachof its two components,

demandby final usersandby intermediateusers.

Employment by Industry

The economycanbedivided into a goodsproducers,

composedof agriculture,mining, constructionand

manufacturing,andserviceproducerscomposedof

trade,transportation,communications,public utilities,

servicesandthegovernment.Yearafteryear,ingood

timesandbad,a commonrefrainhasbeenthatjobs

producinggoodsaredisappearingwhile those

producingservicesareincreasing.And in truth,

whethertheeconomyis at a cyclical peakor trough,the

manufacturingsectoris losinga shareof employment

to the advance of the service sector. In bothpeakyears

(1979,1989) andtrough years(1982, 1992)

manufacturingjobshaverepresentedadecliningshare
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while servicejobshavecontinuouslytrendedin the

opposite direction.

Moving fromthecompositesectorsto thesubordinate

industrieswithin reinforcestheextentto whichservice

industriesaregrowingandmanufacturingindustriesare

declining,Of 97 manufacturingindustries, 67 hadjob

declineswhile only 2 of38 serviceindustriesfell.

Thirteenservice industries had anincreasein the

numberof jobstwofold or morewith thepersonal

supplyindustry increasingoverfivefold. The

agriculturesector’spositivegrowth is dueto themore

thandoublingof theagriculturalservicesindustry,an

increasewhich swampsthemuchlargeragriculture

production decline. This is acommonthemerunning

throughthecomparisonof thesetwo periods:

movementfrom theproductionof thingsto the

provisionofservices.Following upon this concept,all

of themining industriessufferedlossesand

construction,althoughdisplayinggrowth,did soata

slowerratethanthetotal. Theclassificationschemewe

areusingharksbackto atime of smokestack

production,sinceit over-representsmanufacturingand

under-represents services. In durable manufacturing

only 11 of 38 showedany growth with 3 growing faster

than the total. The medical equipment industryis the

only manufacturing standout with 51% growth.

Nondurables fared slightly better with positive growth

in 20 of 39 industriesofwhich only 5 grewfasterthan

the total.

Employmentin the railroad and water transportation

industriesdroppedby morethanonehalfreflectingthe

increasedproductivityofcontainerizedshipping.On

theotherhandtheair transportation,thepassenger

transportation and the miscellaneouspassengerservices

industriesmorethandoubledasderegulationled to

higherproductivity,lowerpricesandincreased

demand.Wholesaleandretail tradejust aboutasfastas

total while the eating and drinking places industry had

anincreasemorethantwice thetotal. In servicesthe

personalsupplyservicesindustry- temporaryhelp-had

the largest growth in theeconomy,a 5.6fold increase,

and in numbers was only surpassedby themuchlarger

trade industries. The computer and data processing

service.industries was second in growth ratewith a flve

fold increase.

Sourcesofdemand

Employeesproduceoutputto fulfill the demand of

eitherfinal usersor intermediateusers.Intermediate

demandis purchasesby otherindustriesto beusedas

inputs for furtherprocessing.Changesin tasteandin

technological processes alter the demand distribution

overtime. Both final and intermediate demand respond

to evolving economic conditions such as newsources
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ofsupply, different relative pricemovementsand

advancesin knowledge.Viewing employment

distributionsattheterminalpoints of a period exposes

thecombinedextentof all changesbut offerslittle

insight intothedistinct impactofeachtypeofdemand.

An attempt is madehere to parseand measure the

uniquecontributioneachof the two typesof demand.

Variations in the production process and thus to

intermediatedemandaremuchmoregradualand,while

not entirely immune, areless sensitiveto theimmediate

economic climate. The production process responds

especially to two influences, new products and new

management practices. Each could not be studied

individually becauseit was difficult to measure their

specific contributions. Further, both induce similar

responses on the partof businessenterprises.With the

introduction into the production processof a new

product there is an increasein an input usedby the

purchasing industry’semployees. This new input would

not be introduced unless it’s cost were more than

compensated for by savings in other areas of

production. Employment in the purchasing industry will

decreaseif the newinput increasesproductivitybut not

output,employmentwill not be affected if the change

in both output and productivity are equal, or

employmentwill increase if output increasemore than

productivity. Employment and output in the supplying

industrywill increasein responseto increasedsales.

On theotherhand,newmanagementprocesses,suchas

thosewhich havebeenoccurringundertherubricof re-

engineering,have more pervasive impacts on the

production process. Rather thanjust purchasinga new

productandincorporatingit into the existing input

structureanenterprisewill purchasea procedurethat

replacesa largeblockof inputs,laborincluded.Evenif

theoutputof thepurchasingindustryremains

unchangedthenumberofemployeeswill declinesince

thenewprocedureincludeslabornow locatedin the

supplyingindustry.Whena manufacturingindustry

replacesa functionusuallydonein-houseby inputs

from outside suppliers, employment will movefrom the

purchasingto thesupplyingindustry.The supplying

industrymay use the same material inputs but it

combinesthemwith its ownemployees.Within the

purchasingindustrythereis now onematerialinput

purchase,from the supplyingindustry, which replaces

the previousseparateinputs,including thelabor.

Although thisis adevelopmentthat hasoccurredin the

pastit hastakenplacemainly amongmanufacturing

industriesandemploymenthasshiftedamong

manufacturingindustries.Recentchangesin computers,

telecommunications andtransportation are different

suchthatmanufacturingindustriesnowpurchase more
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input replacementfrom outsidethemanufacturing

sector,especiallyfrom services.The input/output

systemcanbeusedto measuretheamountof theshift

ofemploymentto othersectorsdueto the combined

action of outsourcing and re-engineering.

Calculation ofthe Impact of Demand

Aspartof itsprojectionprocesstheBureauhascreated

anhistoricaldatabasewhich hasbeen utilized to test

thesedifferentscenariosonemployment.Usingthis

database with assumptionsaboutwhat has happened

overthepastonecanmeasureexplanatorytheoriesand

test their veracity and their relevance. This calculation

can be carried out because the Bureau’s projection’s

process entails distinct steps and each can be varied

separatelyto testdifferentscenarios.This studyrelies

on the historical data series of final demand and of

input-outputtables.An input-outputtablemeasuresthe

materialinputspurchasedfrom all the other industries

within the economy as well as the factors of production

that arenecessary to produce the purchasing industry’s

output.This systemmeasuresnot only the first level of

purchases but also the production induced in other

industries to produce this first level of purchases. Thus,

final demand impacts industry employment not only by

buyingdirectly fromthat industrybutalsoby inducing

outputin thoseindustrieswhich provideinputsinto the

productionprocessof that industry.Supplementingthe

input-outputtablesaremeasuresof industry

productivitythatallowconversionfrom industryoutput

in dollars to industry employment. An input/output

tablefrom oneyearcanbe combinedwith thedifferent

final demandsto comparethe industryproduction

necessaryto produceit. It is this capability to combine

differentproductionprocessesto differentdemand

structuresfrom which to glean insights into the

evolutionof thepresentemploymentdistribution.

Actual 1995industryemploymentis compared,first

with theemploymentnecessaryto satisfya 1978

distributionofdemandandthenwith theemploymenta

1978 technologywould havegeneratedto satisfy the

demand of 1995. The differences in the number ofjobs

generated by each of thetwo scenarioswhencompared

to actualindicatestherelevanceof theeffectsof

changingtasteandchangingtechnology.

Generatedemploymentatthesectorlevel showsthat it

is shifts in bothfinalandintermediatedemand acting

togetherthathasfashionedthe 1995 employment

structure.Presentedarecomparisonsof actual

employmentwith that resultingfirst from 1978 final

demand then from the older production process and

finally the combinedresult.Both typesof demand

individually contribute fewer manufacturing jobs and

moreservices.Thisstudydoesnotattemptto explain
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thecausesof the32 million increasein jobsbutdoes

try to quantify the effect of the evolution of tasteand

technology. A 1978 final demanddistributionsatisfied

by a 1995productionprocesswould createover588

thousandmorejobssincegovernmentwould havehada

3.5million morejobswhile theprivatesectorwould

havehadalmost3 million less.On theotherhand,

usingthe 1978 productionprocessto satisfy the 1995

final demand would generatealmost1.5million less

jobsbut manufacturingandconstructionwould require

2.2million more.Togetherthe 1978demand

distributionandproductionprocesswould have

generate845 thousandfewerjobs in 1995 sincethere

wouldhavebeen4.6million fewerin theprivatesphere

with the3.8million morein thegovernment.Although

a 1978 final demanddistributionor productionprocess

alonewould resultin moremanufacturingemployment

neitheralonewould producemanufacturingjobs

matchingjobsthenumberactuallyobtainedin 1978

emphasizing that it is not industryrestructuringalone

thatis responsiblefor theshift to service employment.

In fact,final demandchangesaccountforhalftheshift.

At theindustrylevel onegetsthefull flavor ofthe

impactofeachdemandshifts.Government

employment,bothFederalandstateandlocal levels,is

solelya functionof final demandanddisplaysthe

secondhighestrelativedifferenceafterconstruction.

Not entirely surprising since the downturnin the 1995

shareof GDP representedby defensespendingdid not

startuntil a decadeafter 1978.Non-defense

employmenthasalsoshownaslightactualdropalsoas

governmenthasa constantemploymentlevel asGross

DomesticProducthasgrown43%.Stateandlocal

governmenteducationemploymentis at anactuallower

levelreflectingthestabilityofthenumberofpupils as

opposed to the growth necessitated to educate the baby

boomletgeneration.Constructionhasmore

employmentunder bothoftheolderdemandsourcesin

that in 1978demandfornewconstructionwashealthy

and would remain sointo the 1980’s.Unfortunatelyit

would proveto besohealthythat in 1995 the economy

would still betrying to work off theexcessfloor space.

Along with this exuberantbuilding wasa dropin the

needfor office spaceasmorework wascapableof

beingdone off site thanksto improvementsin

telecommunications and computers. The 1978

productionprocesscallsforth moreconstruction

employment too but this from the maintenance repair

industry.This is a goodexampleof the impactof

outsourcing,companiesno longerperformthis work in

housewith their own employees but contract it out to

thebuilding servicesandtheagriculturalservices

(landscaping)industries.Theseindustriesarecredited

with theemploymentasopposedto thecompaniesthat

actuallypurchaseandbenefitfrom theseservices.
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Undertheold demandpatternsveryfew manufacturing

industrieswould havelessemployment,in fact, both

patternswould havecontributedequallytoanincrease

in manufacturingjobsandaswell as equallygenerating

fewerjobsin services.Manufacturingindustrieswhich

expectedlybuckedthetrendandincreasedtheir

employmentin today’seconomyarecomputerand

office equipment,communicationsequipment,

electroniccomponentsandaccessoriesandmedical

equipment,instrumentsandsupplies.Fromtheopposite

sideemploymentin serviceswould beless underthe

earlierdemandstructure.Standout industriesare

computeranddataprocessingservices,83%fewer,

managementandpublic relations,73%,personalsupply

services,62%,andresearchandtestingservices,56%.

Obviously,all theseindustrieshavebeenaffectedby

thetechnologicalrevolutionsin computerand

telecommunicationsandthenewmanagementpractices

that haveswepttheeconomy.Increasedemploymentin

thehealthandresidentialcareindustries,ontheother

hand,resultedfrom moreconsumerdemandasthe

populationhasaged.

Conclusion

goodsproducingindustries,manufacturingin particular

havedeclined.Both final usersandindustrialusers

haverespondedto newproducts,tastesandbusiness

practicesby substitutingnewerfor oldergoodsand

thereforeimpactingtheuseof labor acrossthemarket.

Most industriesrespondalmostexclusivelyto either

final or intermediatedemandbutthenetresultof the

interactionof both demandsontheeconomyhasbeen

thecreationof fewerjobs in manufacturingandmorein

services.Much discussionhascenteredon theuseby

manufacturingof outsourcingandsubcontractingasthe

sourceof thedeclinein manufacturingjobs.Thisstudy

hasdemonstratedthatalmosthalf of theshift to service

jobs sincel978hasresultedfrom thechangingpattern

of purchasesby consumers.

An attempthasbeenmadeto separateandquantify

trendsin aneconomythat hasseenbotha relativeand

numericincreasein serviceemploymentwhile the
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Employment by Industry, 1995

Actual,Recalculatedand theDifferences

(Thousandsof Jobs)

1978 1978
Final Demand production Total

Actual Distribution Difference process Difference Difference

129,998.8 130,586.8 588.0 128,526.3 .1,472.5 .884,
Total

Agricultural production 2,341.0 2,561.2 220.2 2,399.8 58.8 279.
Agricultural services 1,217.1 1,098.9 -118.2 711.2 -505.9 -624.
Forestry,fishing, hunting, & trapping 92.0 86.7 .5.3 94.0 2.0 -3.
Metal mining 52.3 35.6 -16.7 89.9 37.6 20.

Coalmining 105.4 96.5 -8.9 108.4 3.0 .5.

Crudepetroleum,naturalgas,andgasliquids 161.9 201.7 39.8 242.8 80.9 120.
Oil andgasfield services 169.3 413.3 244.0 201.2 31.9 275.
Nonmetallicminerals,exceptfuels 108.3 124.9 16.6 132.7 24.4 41.

Construction 6,632.6 7,836.2 1,203.6 7,607.0 974.4 2,178.
Logging 132.1 156.2 24.1 153.2 21.1 45.

Sawmellsandplaningmills 194.7 214.1 19.4 207.4 12.7 32.
Miliwork, plywood, andstructuralmembers... 291.8 325.3 33.5 298.8 7.0 40.
Wood containersandmisc.wood products 160.2 166.2 6.0 153.9 -6.3 -0.

Wood buildingsandmobile homes 82.4 94.1 11.7 114.2 31.8 43.

Householdfurniture 293.8 357.3 63.5 349.7 55.9 119.
Partitionsandfixtures 90.2 96.3 6.1 86.6 -3.6 2.
Office andmisc. furnitureandfixtures 149.9 118.7 -31.2 136.4 .135 .44
Glassandglassproducts 154.3 165.9 11.6 204.0 49.7 61.
Hydrauliccement 17.9 22.6 4.7 24.5 6.6 11.
Stone,clay, andmisc. mineralproducts 177.2 188.6 11.4 262.9 85.7 97.
Concrete,gypsum,& plasterproducts 208.2 241.8 33.6 230.9 22.7 56.

Blastfurnacesandbasicsteelproducts 242.6 295.7 53.1 391.8 149.2 202.

lronandsteelfoundries 131.1 171.0 39.9 234.1 103.0 142.

Primarynonferroussmelting& refining 42.0 33.4 -8.6 84.5 42.5 33.
All otherprimarymetals 44.7 39.8 -4.9 44.7 0.0 -4.

Nonferrousrolling anddrawing 167.6 183.3 15.7 242.9 75.3 91.

Nonferrousfoundries 87.1 95,7 8.6 95.0 7.9 16.
Metal cansandshippingcontainers 41.3 42.8 1.5 65.9 24.6 26.
Cutlery, handtools,andhardware 129.7 153.4 23.7 163.1 33.4 57.

Plumbingandnonelectricheatingequipment.. 58.0 74.2 16.2 75.9 17.9 34.
Fabricatedstructuralmetalproducts 438.9 566.5 127.6 443.9 5.0 132.
Screwmachineproducts, bolts, rivets,etc.. 100.0 117.2 17.2 105.9 5.9 23.

Metal forgingsandstampings 252.7 282.7 30.0 286.5 33.8 63.
Metal coating,engraving,andallied services 131.2 128.5 .2.7 109.5 -21.7 -24.

Ordnanceandammunition 51.7 60.2 8.5 59.0 7.3 iS.
Miscellaneousfabricatedmetalproducts 255.7 292.8 37.1 265.3 9.6 46.
Enginesandturbines 88.3 101.6 13.3 129.0 40.7 54.

Farmand gardenmachineryandequipment 101.2 202.7 101.5 75.4 -25.8 75.
Constructionandrelatedmachinery 226.5 422.3 195.8 285.1 58.6 254.
Metalworkingmachineryandequipment 351.5 498.7 147.2 367.0 15,5 162.
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Specialindustrymachinery 175.7 152.9 .22.8 195.7 20.0 -2.
Generalindustrialmachineryandequipment.. 257.1 382.9 125.8 244.7 -12.4 113.

Computerandoffice equipment 353.2 93.6 -259.6 149.5 -203.7 -463.
Refrigerationand serviceindustrymachinery 205.2 220.6 15.4 195.8 -9.4 6.
Industrialmachinery,nec 342.5 314.4 -28.1 312.1 -30.4 -58.

Electric distributionequipment 83.6 125.5 41.9 84.4 0.8 42.
Electrical industrialapparatus 158,6 170.6 12.0 180.5 21.9 33.

Householdappliances 121.4 145.6 24.2 115.1 -6.3 17.
Electric lighting andwiring equipment 180.1 235.2 55.1 170.4 -9.7 45.

Householdaudioandvideo equipment 84.7 13.1 -71.6 145.9 61.2 -10.
Communicationsequipment 266.9 148.7 -118.2 230.3 -36.6 -154.
Electroniccomponentsandaccessories 585.0 416.2 -168.8 295.3 -289.7 .458.
Miscellaneouselectricalequipment 155.7 114.9 .40.8 168.1 12.4 -28.

Motor vehiclesandequipment 972.9 1,037.9 65.0 1,049.0 76.1 141.
Aerospace 549.7 551.8 2.1 675.4 125.7 127.
Ship and boat building and repairing 164.6 286.0 121.4 177.9 13.3 134.
Railroad equipment 37.6 67.3 29.7 49.5 11.9 41.
Miscellaneoustransportation equipment 74.4 65.2 -9.2 87.3 12.9 3.

Searchand navigation equipment 165.7 128.4 -37.3 251.5 85.8 48.
Measuring and controlling devices 288.3 268.8 -19.5 251.0 -37.3 -56.
Medicalequipment,instruments,andsupplies 266.9 209.9 -57.0 183.8 -83.1 -140.

Ophthalmicgoods 37.4 28.4 -9.0 38.5 1.1 -7.
Photographicequipmentandsupplies 86.1 91.1 5.0 107.8 21.7 26.

Watches,clocks,andparts 8.0 23.1 15.1 22.8 14.8 29.
Jewelry,silverware,and~platedware 62.6 108.2 45.6 69.3 6.7 52.

Toys and sporting goods\ 126.7 118.9 -7.8 134.2 7.5 -0.

Manufactured products, nod 240.O 275.2 35.2 256.3 16.3 51.
Meat products 476.1 466.4 -9.7 493.4 19.3 9.
Dairy products 149.2 181.0 31.8 141.9 -7.3 24.
Preservedfruits and vegetaL~les 246.6 294.1 47.5 239.2 -7.4 40.
Grain mill products and fats and oils 160.4 159.2 -1.2 155.1 -5.3 -6.
Bakery products 218.2 301.5 83.3 220.1 1.9 85.

Sugar and confectioneryproducts 101.9 115.3 13.4 110.9 9.0 22.
Beverages 175.3 176.9 1.6 197.7 22.4 24.
Miscellaneousfood andkindredproducts 184.4 180.4 -4.0 213.3 28.9 24.
Tobaccoproducts 42.1 89.4 47.3 32.5 -9.6 37.
Weaving, finishing, yarn, and thread mills.. 359.4 390.7 31.3 429.1 69.7 101.

Knitting mills 195.0 210.5 15.5 212.5 17.5 33.
Carpetsand rugs 63.3 47.8 -15.5 80.5 1’7.2 1.
Miscellaneoustextile goods 53.3 50.3 -3.0 60.0 6.7 3.

Apparel 732.5 806.2 73.7 981.9 249.4 323.

Miscellaneousfabricated textile products... 238.3 232.1 -6.2 214.8 -23.5 -29.
Pulp, paper, and paperboardmills 227.6 224.5 -3.1 237.4 9.8 6.
Paperboardcontainersandboxes 221.0 230.9 9.9 258.3 37.3 47.
Converted paperproductsexceptcontainers.. 246.3 240.4 -5.9 261.9 15.6 9.
Newspapers 465.8 531.5 85.7 726.8 261.0 346.
Periodicals 142.2 158.2 16.0 149.9 7.7 23.

Books 140.4 157.2 16.8 129.8 -10.6 6.
Miscellaneous publishing 92.2 92.9 0.7 50.2 -42.0 -41.
Commercial printing and businessforms 655.1 628.0 -27.1 543.5 -111.6 -138.
Greetingcards 29.1 23.7 -5.4 29.2 0.1 -5.
Blankbooksandbookbinding 74.8 77.6 2.8 79.3 4.5 7.

Serviceindustriesfor theprintingtrade... 59.4 56.1 -3.3 61.5 2.1 -1.
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Industrial chemicals 266.5 255.8 -10.7 481.9 215.4 204.
Plasticsmaterialsandsynthetics 159.4 158.0 -1.4 160.6 1.2 -0.

Drugs 259.8 219.9 -39.9 238.8 -21.0 -60.
Soap, cleaners, and toiletgoods 155.1 150.8 -4.3 174.0 18.9 14.

Paints and allied products 55.3 61.7 6.4 58.3 3.0 9.
Agricultural chemicals 53.1 52.9 -0.2 60.7 7.6 7.
Miscellaneouschemical products 92.9 101.7 8.8 89.1 -3.8 5.
Petroleum refining 104.5 120.3 15.8 124.5 20.0 35.
Miscellaneous petroleum and coal products.. 40.7 45.8 5.1 49.0 8.3 13.
Tires and Inner tubes 80.2 102.6 22.4 87.3 7.1 29.
Rubberproducts,plastichoseandfootwear. 189.5 198.2 8.7 205.3 15.8 24.

Miscellaneous plastics products, nec 714.1 680.5 -33.6 486.7 -227.4 -261.

Footwear, except rubber and plastic 55.6 173.6 118.0 55.1 -0.5 117.

Luggage,handbags,and leather products,nec 54.0 109.7 55.7 69.3 15.3 71.
Railroad transportation 238.4 295.9 57.5 390.6 152.2 209,
Local and interurban passenger transit 469.1 706.8 237.7 331.8 -137.3 100.
Trucking and warehousing 1,861.2 1,790.2 -71.0 1,832.8 -28.4 -99.
Water transportation 185.9 165.5 -20.4 263.2 77.3 56.

Air transportation 1,074.4 807.7 -266.7 879.6 -194.8 -461.
Pipelines,exceptnatural gas 15.1 17.0 1.9 16.3 1.2 3.
Passengertransportation arrangement 217.2 172.5 -44.7 133.6 -83.6 -128.
Miscellaneoustransportation services 203.3 195.0 -8.3 159.7 -43.6 -51.
Communications 1,342.7 1,087.5 -255.2 1,372.5 29.8 -225.
Electric utilities 496.3 465.8 -30.5 554.6 58.3 27.
Gas utilities 188.1 223.4 35.3 410.8 222.7 258.
Water and sanitation 240.6 234.2 -6.4 220.1 -20.5 -26.
Wholesaletrade 6,733.8 5,882.9 -851.0 5,262.3 -1,471.5 -2,322.

Retail trade exceating anddrinking places 15,047.8 14,025.4 -1,022.4 14,672.4 -375.4 -1,397.
Eating and drinking places 7,587.2 7,535.7 -51.5 7,677.8 90.6 39.
Depositoryinstitutions 2,028.1 2,142.7 114.6 2,161.9 133.8 248.
Nondepository;holding& investmentoffices. 701.2 408.8 -292.4 829.9 128.7 -163.
Securityand commoditybrokers 614.4 350.1 -264.3 359.3 -255.1 -519.
Insurancecarriers 1,528.9 1,586.6 57.7 1,606.6 77.7 135.
Insurance agents, brokers, and service 854.5 879.1 24.6 1,218.5 364.0 388.
Real estate 1,744.8 1,728.6 -16.2 .1,726.5 -18.3 -34.
Hotels and other lodging places 1,726.1 1,773.8 47.7 2,245.8 519.7 567.
Laundry,cleaning,andshoerepair 544.0 732.3 188.3 565.6 21.6 209.
Personalservices,nec 344.4 341.1 -3.3 614.0 269.6 266.

Beautyandbarbershops 802.1 1,004.0 201.9 759.0 -43.1 158.
Funeralserviceandcrematories 100.4 192.3 91.9 88.6 -11.8 80.

Advertising 265.9 261.6 -4.3 228.4 -37.5 -41.
Servicesto buildings 1,075.2 917.5 -157.7 816.6 -258.6 -416.
Miscellaneous equipment rental and leasing. 263.1 246.6 -16.5 228.6 -34.5 -51.
Personnel supply services 2,502.5 2,186.5 -316.0 1,258.4 -1,244.1 -1,560.

Computer and data processing services 1,194.9 1,034.8 -160.1 357.6 -837.3 -997.
Miscellaneous business services 2,232.9 2,059.8 -173.1 2,144.6 -88.3 -261.
Automotiverentals,without drivers 184.1 157.7 -26.4 103.7 -80.4 -106.
Automobileparking,repair,andservices... 1,145.0 1,019.4 -125.6 1,194.7 49.7 -75.

Electrical repairshops 146.3 151.7 5.4 174.9 28.6 34.
Watch,jewelry,& furniturerepair 72.8 89.6 16.8 79.9 7.1 23.

Miscellaneousrepairservices 388.9 390.7 1.8 584.3 195.4 197.

Motion pictures 368.6 349.2 -19.4 272.4 -96.2 -115.
Videotaperental 160.1 11.6 -148.5 0.0 -160.1 -308.
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Producers,orchestras,and entertainers.... 259.7 183.9 -75.8 206.6 -53.1 -128.
Bowling centers 88.2 179.3 91.1 129.8 41.6 132.
Commercial sports 125.9 182.7 56.8 135.0 9.1 65.

Amusementand recreation services,nec 1,139.3 830.8 -308.5 960.5 -178.8 -487.
Officesof health practitioners 2,958.2 2,579.9 -378.3 2,927.4 -30.8 -409,

Nursingandpersonalcarefacilities 1,696.4 1,258.4 -438.0 1,514.5 -181.9 -619.
Hospitals,private 3,780.1 3,323.7 -456.4 3,816.3 36.2 -420.

Healthservices,nec 1,205.7 531.2 -674.5 1,564.0 358.3 -316.
Legalservices . 1,158.4 1,183.4 25.0 1,330.6 172.2 (97.
Educationalservices 2,079.2 2,552.0 472.8 . 1,552.9 -526.3 -53.
Individual & miscellaneoussocialservices. 847.4 487.3 -360.1 843.6 -3.8 -363.

Jobtraining and relatedservices 304.1 353.7 49.6 390.1 86.0 135.
Child day careservices 1,077.6 966.2 -111.4 1,072.9 4.7 -116.
Residentialcare 656.6 373.6 -283.0 657.0 0.4 -282.
Museums,botanical,zoologicalgardens 84.4 56.7 -27.7 73.3 1l.1 -38.
Membershiporganizations 2,145.9 1,769.6 -376.3 2,599.0 453.1 76.
Engineering and architecturalservices 87.0.8 951.3 80.5 547.7 -323.1 -242.
Researchandtestingservices 583.8 448.7 -135.1 390.9 -192.9 -328.
Management andpublic relations 1,011.2 889.3 -121.9 395.0 -616.2 -738.
Accounting,auditing, and other services... 935.0 919.4 -15.6 1,221.5 286.5 270.

Privatehouseholds 939.0 1,432.4 493.4 939.0 0.0 493.

U.S. PostalService 843.4 746.8 -96.6 796.1 47.3 143.

Federa(electric utilities 28.0 26.0 -2.0 40.2 12.2 10.
Federal governmententerprises,nec 127.6 109.3 -18.3 359.8 232.2 213.
Federal generalgovernment 1,823.0 2,906.0 1,083.0 1,823.0 0.0 1,083.
Local governmentpassengertransit 213.4 322.8 109.4 192.5 -20.9 88.

Stateand local electric utilities 86.2 80.1 -6.1 114.8 28.6 22.
Stateand local governmententerprises,nec 589.4 498.3 -91.1 710.0 120.6 29.

Stateand local governmenthospitals 1,064.1 1,265.6 201.5 1,064,1 0.0 201.
Stateandlocal governmenteducation 8,524.6 10,281.7 1,757.1 8,524.6 0.0 1,757.

~teandlocal generalgovernment,nec.... 6,006.3 6,542.0 535.7 6,006.3 0.0 535.
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BUSINESSINVENTORY PRACTICES: Model and Analysis
Jay Berman, Bureau of Labor Statistics

I. Overview
The studyof changesin businessinvestmentin

inventories,which rarely exceed1 percentof GDP, is
often overlookedin favor of more marqueeanalyses.
But, through improved inventory management,
companiesbecomemore efficient and are therefore
moreresponsiveto changesin demandpreferencesand
supply conditions. As a result, the importanceof this
area should not be ignored.

As part of the most recentU.S. economicand
employmentprojections developedbiennially by the
Bureau of Labor Statistics1, this paper introduces a
model thatsimulatesbusinessinventoryliquidation and
accumulationpracticesby detailedindustry.

Basedon the model andpromptedby claimed
improvementsin inventorymanagement,this paperalso
quantifiesthe extentto which inventory investmenthas
becomemoreefficient andtracesthosebenefitsthrough
the economy. This paper finds that without these
efficiencies, during the 1991 U.S. recession, GDP
might have declinedby an additional $80 billion and
might havecauseda furtherreductionin employmentof
1.4 million jobs.

II. The Model: Inventory levelsby industry
The attention that researchershave given

modelinginventorypracticesis mostlymacroin nature.
Typical studies,for example,areconfinedto addressing
the interaction betweentotal inventories and GDP or
the determinatefactorsbehindmanufacturinginventory
practicesin aggregate.Detailedanalysis of individual
industry and commodity inventory trends have been
largelyignoredin favor of broaderanalysis.

As partof theBureauofLabor Statistics’ latest
1998 to 2008 projectionsof the US labor force, gross
domesticproduct(GDP) and its components,industry
output, andindustryandoccupationalemployment,data
pertainingto historical inventorypracticeson behalfof
individual industrieshavebeen developed. Quarterly
inventory data from 1983 through 1997 are available
for over 100 agricultural,manufacturing,transportation,
and tradeindustries.Thesedetailedindustryinventory
data were used to expandon previous,more general

For a detailed discussion of the Bureau’s projections, see

Norman C.SaundersandBetty W. Su,“TheU.S. economyto 2008:a
decade of continued growth,” MonthlyLabor Review,November
1999, pp. 5-18.

inventory studiesthroughtheformulation of a model of
industry inventory accumulation and liquidation
practiceson a quarterlybasis.2

The model’s main structure is attributable to
work done by Feldstein and Auerbach (BroOkings,
1976), who hypothesizedthat a firm’s inventory
investment decisions are based on an educated sales
expectation.Their target-adjustmentmodel . assumes
that inventoriesadjustto a predeterminedtarget level
within onequarterwhile thetargetlevel itself responds
more slowly. Firms anticipate change rather than
assume the sales level will remain the same from one
period to the next. The model assumesthat only the
portion of unanticipated sales that occurs late in the
quarterwill go uncorrected to any significant degree.In
addition,F. OwenIrvine, Jr. (AER,1981)hasdeveloped
a sales expectationformula, which found that retail
inventory levels depend inversely on variations in
estimated inventory carrying costs. Both the sales
expectationsandinventorycarrying costsequationsare
incorporated into the BLS target-adjustment model.

The Feldstein--Auerbach target-adjustment
model estimatesindustry inventory levels for finished
goods. Inventories,however, are actually divided into
threecategory types, representing different stagesof
fabrication: raw materials, work in progress, and
finished goods. Industries,eachwith uniqueproduction
processes,accumulatedifferent types of inventories.
For example, inventories held by the farm, wholesale
and retail trade, and transportation industries are
exclusivelyfinishedgoods.The margin industries, who
facilitate markets by bridging the gap between
consumers and producers, do not produce goods; items
sold by theseindustriesare solely finished goods. In
contrast,manufacturingindustriespredominatelyhold
raw materials and work in progress inventories, finished
goodsinventoriesarerelatively negligible. For instance,
about 80 percentof the inventorieshistorically held by
the motor vehicles and equipment industry are raw
materialsandwork in progress.

Since BLS analyzes the total economy, a
model that encompasseseach type of inventory is,
therefore,required.Running different simulations by
industryfor eachrespectivetypeof inventoryand then
summing the resultswas considered,but this was not

2 For the model’s supportingdata,contactJay Berman (202)

691-5692.
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found to significantly improve the model’s accuracy.
Therefore, the model estimates total quarterly
inventories by industry and does not differentiate
between the three types of inventories. The
specificationsfor thismodelfollow.

Model specification
The target-adjustmentmodel of inventory for

finished goods first assumes that the stock of
inventories will adjust within the quarter to the
currently desiredlevel, except for a small effect of
unanticipatedsales,implying that a is positive but
quite small.

equation 1:

= i~+a0(S~—S~)+u~
where

L actual inventories of finished goods at the
endof quartert

I~ desiredinventoriesof finished goodsat the

endof quartert
S~actualsalesat endof quartert

S7 anticipated sales at end of quarter t

The firm’s desired or target level of
inventoriesis assumedto be influenced by a linear

functionofexpected sales(S~)and inventory carrying

costs (Ct). It is assumedthat eachfirm has a desired
target level of inventory and thateachfirm, finding its
actual inventory not equal to its optimum level,
attemptsonly a partial adjustmenttowardstheoptimum
level within anyoneperiod. Thespeedofadjustmentis
representedby thecoefficient~.t.

equation2:

- = j.t(c~÷cr2s~+ a3c~— i~)+c,

Unlike the stock-adjustmentmodel, the sales
forecastisnota naïveexpectationsassumptionthat the
currentlevel of saleswill simply continueinto thenext

quarter (S~=S~1).A more proficient sales forecast

formula, developedby Irvine (AER 1981), is lastyear’s
salesin the same month adjusted by the firm’s recent
sales experience. This formula adjusts a linear
extrapolationby theamountsucha linear extrapolation
would havebeenoff overthepreviousthreemonths.

equation2a:
1(l”i1S~.~ S,2 S,.~

S7

The expected cost of holding inventory
dependson thereal interestratesandthe relativeprice
of thesector’sgood.Thespecificationfor the inventory
capitalcostmeasureis asfollows:

where

equation2b: c~=~-_-(r, —~~)

C inventorycarrycosts
P~ retailpriceof thesector’sgoods
r~ short-terminterestrate
P expectedrateof inflation ofthe sector’s

goods over the inventory holding
period.

PC~ consumer price index

Solving for the level of desiredinventories
equation 3:

r, = (1- j2)i’~.~ + pta, + ~a2S~+ J1a3C~+ 5,

Substituting equation 3 into 1 yields
equation4:

I, =(i-j.i)I~, i-~ua,÷j~a2S’+j~a3C~+cx0(s~—S,)÷(u+~,)

To solve for I’~ , which is not observable, use a

laggedversionof equation1.
equation 5:

= i,, — a0(s~.,—s~1)—u,,

Combining equations 5 and 4, yields the final equation
for the target-adjustment model of inventory
accumulation:

equation6:
i, =(l-j~)i,,-(l-JL)r0(S~1—S,,)+/.ia,+pra2S~+,wz3C~,+v1

Pertheabovefinal functional form, themodel includes
four variables: lagged inventory levels, lagged sales
anticipationerror,salesexpectations,andan inventory
carrying cost measure.The sales anticipation error
variable,which proved to be statisticallyinsignificant,
was dropped from the original specification. See
AppendixA for eachIndustry’s regressioncoefficients
and relevant statistical parameters.

Variable Clarification
Laggedquarterlyinventorylevels,by industry

~j~)j Quarterly inventory levels by industry were
derivedby using two datasources:the Bureauof the
Census’Annual Surveyof Manufactures(ASM)3 and
theBureauof EconomicAnalysis’ NationalIncomeand

For informationpertainingto the Annual Survey of
Manufacturers data, see“1996 Annual Survey of Manufactures.”
M96(AS)-1 (US Departmentof Commerce, Bureau of the Census,
February1998).
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Product Accounts (NJPA)4. Because the majority of
industhesthat accumulate and liquidate inventoriesare
in the manufacturingsector,the industry breakdown
offered by the ASM dataproved critical. The NIPA
data — quarterly inventory levels by major industry
category — were used for all other industriesthat hold
inventories.

Theestimatedspeedof adjustment(j.t), which
is one minus the lagged inventory level coefficient,
illustrates how quickly firms adjust their inventoriesto
their targetedvalues. Following conventionaltheory,
most of the manufacturingindustrieshaverelatively
low estimated speeds of adjustment of approximately
.25. This means that only 25 percent of the gap between
the actual and the targeted inventory is eliminated
within a quarter. On the other hand,the retail trade
industry, which has different production dynamics,
adjustsmorerapidly with anaveragep.of .56.

Salesvariables: (Se) and (S~)LTheBureauof
EconomicAnalysis’ final salesdata,which is GDPplus
the changein inventory, was used in lieu of GDP.
BecausetheNIPA final salesdataareavailableonly on
a quarterly basis, the original formula specificationwas
changed from monthly to quarterly.

In line with expectations, the retail trade
industry’s primary inventory level determinantis their
expectation of future sales. This contrasts with the
majority of manufacturing industries,both durableand
non-durable, whose estimated coefficients indicate that
last quarter’s inventory level is the major inventory
investmentdeterminant.This is followed by an even
split betweentheir expectationof future salesandthe
costrestraintsassociatedwith holdinginventories.

Laggedsalesanticinationerror (S~L—S~)j~
the firm’s salesexpectationestimatediffers from actual
sales, inventories will be either accumulated or
liquidatedunexpectedly. To account for this, a lagged
salesanticipation error variable was added. Note that
the soonerfirms areable to correct for this error, the
smaller the estimated coefficient. Examining the
regressionresults reveals that most of the industries
readily correct for this error. In accordancewith
previousmodelingwork, this variablealsocommandsa
negligible role in determininginventorylevelsof most
industries.

Inventory carrying cost measure(C ~)j The
inventorycarryingcostmeasure,definedasthenumber
of real dollars per year it costs to hold a unit of

“Theseaccountsdisplaythevalueandcompositionofnational
outputandthedistributionof incomesgeneratedin itsproduction.For
more information, see“An Introduction to National Economic
Accounting”(US Departmentof Commerce,NationalTechnical
InformationService,March1985).

inventory, comprisestwo parts: the relative priceof a
sector’s good and the real interest rate. Specifically,
annualindustrydeflatorswereusedasapriceproxy for
theretail priceof sector’s good (Ps). TheGDP implicit
price deflator (SA, 1992 = 100) was utilized to define
thepriceof all goods(PC,). Basedon theassumption
that inventory is held for a relatively short period of
time, the expectedinflation rateof a sector’s good also
coversa short time horizon. Therefore, the expected
rateof inflation for the sector’sgood (Pe,) equals the
actual rate of inflation observedover the previoustwo
years.The primebank interestrate, obtainedfrom the
FederalReserveBank, was used as a proxy for the
nominal shortterminterestrate(re).

Therefore examinedtogether, the formula states
thatinventorycarryingcostsincreasewhentherelative
price of the sector’s good increasesor when the real
interest rate increases.A priori, negative inventory
carrying cost coefficients were expected. However,
after running the model, over half of the industries
exhibited positive inventory cost coefficients.
Explanationsofferedfor thisapparentanomalyinclude:

• Thephysicalinventoryfacility needsof a particular
industry are small. For example, the jewelry
industry versus the furniture industry.

• Future price or sales expectations arevery positive,
therefore prompting increasing inventories
regardlessof relativecost.

Elaborating on this phenomenon,here is an
exampleof two industriesthathavedivergentinventory
carry costs.First, the oil industry, which during the
1970’s andearly 1980’s, experienced acceleratedprice
increases due in part to the OPECcrisis. As a result,
this industryhadapositiveincentiveto hold inventories
becausetomorrow’s market would bring forth higher
prices. The industry’s 1981 cost of holding a unit of
inventorywasanegative$58.93.On theotherhand,the
computer industry, given their rapid pace of
technologyimprovementsand product developments,
facedecliningpricesfor their products.This industry’s
high rateof productobsoletionis thereforereflectedin
their relatively high cost of carrying inventories.For
instance,the estimatedcost of holding each unit of
inventory for the computer industry was $96.83 in
1981. This illustrates the importanceof the inverse
relationshipbetween an industry’s expectedcost of
carrying inventoriesand their futureprice expectation,
which is a function of the industry’s observedprice
changesovertheprevioustwo years.

III. EstimatingInventoryChangeby Commodity
An integral part of the Bureau of Labor

Statistics’ projection processis the developmentof

143



gross domestic product (GDP) or final demand
estimates,which is GDPdistributedamongfinal users.
The sources of demand that comprise GDP are
categorized into four broad groups: personal
consumptionexpenditures,businessinvestment,foreign
trade,andgovernmentpurchases.GDP is a measureof
thegoodsandservicesproducedin the U.S. in a given
year. When businessproduction exceeds demand,
inventories are accumulatedand counted with that
year’s production. Likewise, whenbusinessproduction
falls short of demand and past inventories are
liquidated,thosegoodsare subtractedfrom that year’s
productiontotalbecausetheyrepresentproductionfrom
a prior year. Becausebusinessinvestment includes
changesin businessinventories,the inventorylevels by
industryestimatedby themodelneedtobeconvertedto
inventorychangesby commodity.

This is accomplishedwithin an input-output
framework, which provides a snap-shot of all
transactionswithin theeconomyata givenpoint in time
andcontainstwo main tables—amaketable anda use
table. The maketable shows which commodities an
industryproducesor makes,while the usetable shows
theinputsrequiredor usedby an industryin producing
thosecommodities.In order to yield the industry-to-
commodity translation within the 1-0 system, the
model’s results—total inventory by industry—are
allocated to the three types of inventories using a
historical distribution. The level of finished goodsby
industry are thenread through the maketable, while
raw materialsandwork in progressinventoriesareread
throughtheusetable. Theresultsareaddedtogetherto
derive a total inventory level distribution by
commodity.5

In order to derive a distribution of annual
changes in businessinventories, the present year’s
quarterfour resultsaresubtractedfrom the proceeding
year’s quarter four estimates. This method was
employedto develop a reproducibleand statistically
viable annual time series of changes in business
inventoriesby commodity.

IV. Inventory Change and Business Cycles:
BehaviorandAnalysis

Improvementsin inventorymanagementhave
been expected as companies take advantage of
technologyandcommunicationadvances,just-in-time
inventory systems,and more accuratesales forecast
scenarios. Businesses continue to become more
efficient and responsive to changes in demand
preferencesand supply conditions through enhanced

By usingtheusetableto translateinventory levelsby industry
to commodities, the model assumesthat every commodity each
industryusesis beingaccountedfor andtheyarerepresentedin their
correctproportions.

inventorymanagement.Promptedby thesetrends, this
analysis quantifies the extent to which inventory
investmenthas becomemoreefficientandtracesthose
benefits through the economy.

Inventory behaviorand economicdownturns: The
often silentrole thatinventoriesplayin our economyis
examinedusingthehistorical dataunderlyingthe above
model. In 1997, GDP amounted to $7.3 trillion,
indicating daily production of about $28 billion.
Inventoryaccumulation,hitting its historical pinnacle
that year, amountedto only $63.2 billion—less than
threeday’sproduction.However,thefact thatinventory
investment rarely exceeds 1 percent of GDP often
masksits importance.In particular,the significantrole
of inventory managementis brought to light when
analyzingcyclical contractionsin theeconomy.

Table1, PartA tracestherelationshipbetween
the peak-to-troughdeclinesin GDP, final sales, and
inventory investmentduring the last four recessions.
The data show that changesin inventory investment
consistentlyaccountfor amajor portion of recessionary
declines in GDP. Specifically, during the last four
recessions, inventory change has, on average,
accountedfor almost50 percentof the peak-to-trough
declines in GDP. Other researchersexamining U.S.
recessionsprior to 1973 have found this to be even
moreapparent,averagingalmost100percent.6

Oneconclusionto bedrawnfrom the leadrole
inventoriesplay during recessionsis that declines in
final salesare markedlyless volatile than declines in
GDP. The wanein the amountof goodsand services
demandedby theeconomyhashistorically beenmore
benign relativeto the amountsuppliedby businesses.
The mismatch of demand and production is then
absorbedby inventories.

A catalystbehindthis phenomenonmight be a
misperception by industries of demand volatility.
During an economic downturn, businesses chooseto err
on thesideof cautionby cuttingproductionandrelying
on inventoriestomeetpotentialshortfalls.

Accentuating this point is Table 1, Part B,
which presents quarter-to-quartermovementsduring
each recession, plus three quarters following each
trough. In particular, during some recessionary quarters,
the decline in inventoryinvestmenthasbeen greater
than the decline in GDP—indicating that final sales
have actually increased during these periods of
recession.

Analysis: As discussedearlier, the differencebetween
the change in GDP and changes in final sales is

6 This is acontinuationof thestudyby Alan S.Binder,

“InventoriesandtheStructureof MacroModels,”AEA Papersand
Proceedings,May 1981.
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inventorychange.Congruently,thedifferencebetween
what companies produce and whattheysell is absorbed
by the liquidation or accumulationof inventories.
Therefore, as industries refine their inventory
investment behavior, the gap or ratio between the
change in GDP and final sales should narrow.
Minimizing the reliance on inventory and,
consequently,narrowing the gap between what the
economy produces and what it sellsshouldresultfrom
improvedinventoryinvestmentbehavior.

The resulting hypothesis is that over time,
inventorychangeshould steadilycontributeless toward
arecession’sseverity.Theeconomymightexperiencea
downturn,but the acutenessofthe declineis enhanced
or mitigated by inventory investment practices.
Therefore,asinventorymanagementpracticesimprove,
recessionsshouldbecomingrelatively less severe—as
reflected in a narrowing of the gapbetweenthe change
in GDP and final sales.The ideal situationwould bea
one-to-oneratio of the changein GDP to final sales.In
such cases,businessesperfectly gauge the decline in
final salesand reducetheir productionin line with the
changein demand,thusmitigatingthetrough.

It is important to clarify the premise that
recessionsshouldbecomerelatively less severein step
with improved inventory investment practices. This
analysis was not concerned with whether recent
recessionshavebeenless severerelative to previous
downturns;in fact, Table 1 shows,the declinein GDP
during the 1990-91 recessionwas greater than that
experiencedin 1980.Rather,the reach of this study was
to examine inventory’s contribution to a given
recessionand to test the extent by which improved
inventorypracticesmitigated an individual recession.
Thiswasthenjuxtaposedagainstatheoreticalscenario,
which assumedthat theseimprovementsdid not exist.
This study,focusingon recessionaryperiods in which
the importance of inventory management is
underscored,provides quantitative estimates of the
impact of improved inventory holding practices on
specificrecessions.

Table 2 illustrates that during the last four
recessions,the ratio betweenthe changein GDP and
final sales has steadily declined from 3.26 percent
during the 1974recessionto 2 percent during the most
recentrecessionof 1990-91.As thedeclinein this ratio
illustrates,the impactof better inventorymanagement
on the economyis striking. For example,had the U.S.
economyin 1990 experiencedthe same GDP-to-final
salesratio it did in 1973,GDP would havecontracted
by about$203 billion, or 3.3 percent,insteadof $124
billion, or 2.0percent.

The additional $80 billion decline in GDP
would havecauseda further reduction of 1.4 million

jobs for a total decline of over 4 million jobs.7 (See
Table 3.)Theseverityof the 1990recessionwould have
almost doubled if advancements in inventory
managementhad stagnatedat the level existing in the
early1970’s.

Thenumberandtypes of jobs affectedby this
scenariowere estimatedusing an input-output system
that traces a given level of demand through the
productionchain.Using this structure,the employment
in each industry, including the industriesthat supply
inputs to the production process,can be determined.
Table 3 highlights the top 10 industriesmost affected
by this scenario.If industrieserr in their decisionto cut
production, employment in the wholesale trade
industry, which sells merchandiseto retailers and
industrial users, experiencesthe greatestdecline of
about 295 thousand workers. The relatively large
hypothetical drop in agricultural industry
employment—i35 thousand additional workers—
pointsto thestrides this sectorhasmadeto enhanceits
inventory practices and meet changing market
conditions. Thehouseholdfurnitureindustry is another
exampleof an industrytaking advantageof technology
and improved management practices. Industry
employmentwould havedeclinedby an additional 35
thousandjobsor 12 percent.

V. Concluding Remarks
This analysis illustrates that qualitative

analysis can emerge from examining inventory
measureswith a more unorthodox,micro perspective.
As part of the biennial projections processof the
Bureau of LaborStatistics,a working methodologyfor
compiling annual inventory data by industry and
commodity has been achieved. Specifically, both
Annual Surveyof Manufacturingand National Income
and Product Account data was used to compile
inventorydataby industry.Thetranslationof inventory
estimatesby industryto thedetailedcommoditiesbeing
liquidatedandaccumulatedwas thenrealizedusingan
input-output accounting system. It is hopedthat a void
hasbeenfiled in this arenaandresearcherswill use this
systemto extendtheir analysisbeyondexisting macro
studies.

Following this premise,a statistically viable
econometric model was assembled for projecting
inventorylevelsby detailedindustries.In addition, this
system was also used to ascertain the effects that
improved inventory managementhashad on the U.S.
economy. It was determined that without these
efficiencies, during the 199i U.S. recession, GDP
might have declinedby an additional $80 billion and

For more informationon how the transition from production to
employmentwasmade,see“BLS Handbookof Methods” (US
Departmentof Labor,Bureauof Labor Statistics,April 1997).
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might havecauseda further reductionin employment,
especiallyin the wholesaletrade, agriculture,trucking
and courier, household furniture, and electronic
corriponentsindustries.
Given the continued aggressivepace of technological
advancesand innovative ways companies conduct
business, the importantrole that businessinventories
play in the economyshouldcontinue,providing an
importantareafor future inquiry.

References

Binder, A. S. (1981). Retail Inventory Behavior and
BusinessFluctuations,BrookingsPaperson Economic
Activity, 2,443-520.

Binder,A. S. (1981). Inventoriesand the Structureof
Macro Models.AEA Papersand Proceedings,71(2),
11-16.
Feldstein, M & Auerbach, A. (1976). Inventory
Behaviorin Durable-GoodsManufacturing:The target-
Adjustment Model, Brookings Papers on Economic
Activity, 2, 351-393.
Irvine, Jr., F.O. (1981). Retail Inventory investment and
the Cost of Capital, TheAmericanEconomicReview,
71(4),633-647.
Lovell, M. (1961). Manufacturers’Inventories, Sales
Expectations, and the Acceleration Principle,
Econometrica~29 (3), 293-314.

146



MODELING THE DEMAND FOR SKILLS

Charles Bowman
U.S. Bureau of Labor Statistics

Thewidespreadindustrial restructuringofthe pasttwo
decadescombinedwith themorerecentphenomenonof
very tight labor marketshas focusednew attentionon
the availability and quality of labor resourcesin the
United States. A well-trained and flexible workforceis
widely seenasa key to higheroverall living standards
anda moreequitabledistribution of income. It is not
clear,however,which policies andprogramswouldbe
mosteffectivein bringing theseoutcomesabout. Not
all training contributesto marketableskills andnot all
skills arein short supply. Clearly, there is aneedfor
muchmoreinformationon whatskills will beneededin
thefutureandon howtraining canbestbestructuredto
developtheseskills.

Aside from case studies, most labor market projections
that differentiateamongtypes of labor haverelied on
some form of occupational analysis. The Bureau of
Labor Statistics (BLS), for example, uses an input-
outputbasedmodel of occupationaldemandto address
a wide variety of public policy issuesandto develop
occupationalforecastsandrelatedcounselingmaterials
for those planning careers andseekingjobs. Although
this approachcontinuesto be useful andhas provided
many insights into the evolutionof U.S. labormarkets,
somecurrentissuescannotbe fully addressedin terms
of occupational change alone. Perhaps the leading
issue of this type is that of the changingrequirements
for and interrelationshipsamong education,training,
skills andjobs. The challengefor the futureis to find
ways to integrate these additional dimensionsof labor
inputinto forecastingmodels.

We beginwith somegeneralcommentson themeaning
andmeasurementofjob skills. WethenturntotheBLS
employment model and its underlying databaseto
outlinethebroadpatternsof occupationalchangein the
United States,both historically andasforecastedover
the decadeahead.We look first at changesin the
occupationalstructureitselfandthenattheimplications
of thosechangesfor thetraining andeducationlevelsof
the workforce. Ourobjectiveis to seewhetherwecan
discernany evidenceof skill changein thesepatterns.
Next,wepresentanindustry-levelindex of skill change
computedfrom the historicaldata underlyingthe BLS
employment model. While based on somewhat
restrictive assumptions,the index provides a more
preciseandquantitativeassessmentof skill changethan
afforded by analysis of changes in education and

training requirements. Finally, we discuss recent
developments in U.S. statistical programsthat promise
to overcomesomeof the limitations of pastefforts and
to openupnewpossibilitiesfor labormodeling.

Measuresofskill

There are at least two basic ways of defining skills in
thelabor force. Onefocusesprimarily on theindividual
while the other takes the job itself as its focus. The
labor compositionindex, producedby the BLS aspart
of its productivitymeasurementprogram,is arelatively
sophisticatedexampleof the former approach(U.S.
Bureauof Labor Statistics1993).Essentially,a quality-
adjusted labor input measure is constructed by
weighting the hours worked by each
sex/experience/educationcell by its wage. The
difference between the adjusted labor index and a
conventionalindex basedsimply on hourscan thenbe
interpretedas ameasureof skill change.In this view,
individuals accumulatea store of intellectual capital
over time through education, formal training and
learningby doing andthis in turn raisestheir valuein
thelabor market. Measuresof this sortgenerallyshow
a significant rise in skill levels over the past 2 or 3
decadessincethe underlyingdetenninants,educational
attainmentandaccumulatedyearsof work experience,
both exhibit a strong upward secular trend.

From the point of view of labor market analysisthis
approachhas severalweaknesses. First, there is no
necessary connection between the accumulated
intellectual capital of the workforce and the actual
requirementsofthejob market. Researchby BLS, for
example,hasconsistentlyshownthat aboutonequarter
of collegegraduatesoccupyjobsfor whichabachelor’s
degree is neither necessarynor usual (Mittlehauser
1998). Second,humancapitalmeasuresgenerallyhave
limited or no specificity with respectto particularskills.
Third, there is no way to relate these measuresto
detailedindustriesand/oroccupationsthatareoften the
focusof labormarketpolicy initiatives.

The secondwayoflookingatskills andtheoneadopted
hereis to focuson therequirementsof specificjobs or,
more precisely, occupations. Occupationalanalysis
focuses attention on highly specific jobs and skill
requirements.Within this generalorientation, Spenner
(1985) suggeststhat there are three strategies for
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assessing skill change: non-measurement,indirect
measurement and direct measurement. Non-
measurementinvolves making inferences, generally
qualitative,basedon suchthingsasratios betweenblue-
collar workers andprofessionalsor productionworkers
versusnon-productionworkers. Thediscussionbelow
concerningthe changingoccupationalstructureof the
United States and its education and training
consequencesis an exampleof this approach.Indirect
measurementutilizesthings like wagesor educationas
proxies for skills. An industry-level estimateof skill
change based on this strategyis also presentedbelow.
Direct measurement involves analysis in terms of the
specific skills or skill setsassociatedwith jobs suchas
substantive complexity or autonomy. While this
strategyhasbeenemployedfrequently in the past and
hasgenerallybeenseenas the mostpromisingoneits
applicability is seriouslylimited by the inadequacyof
current dataon the skill contentof jobs. In the final
sectionwediscussa new datacollection initiative that
promisesto expand greatly the possibilities of this
approach.

Occupationaltrends

Overthe decadefrom 1988 to 1998 the U.S. economy
added over 20 million net new jobs (Table 1).
Correspondinggrowth amongthe major occupational
groups andwithin industries was by no meansuniform.
Professional specialty occupations grew the fastest of
all groupsand also addedthe largestnumberof new
jobs, approximately4.8 million. This groupincludesa
wide variety of generally high-paying and skill-
intensivejobs ranging from physicians,engineersand
scientiststo artistsand entertainers.Not surprisingly,
growth was concentrated in the rapidly growing
servicesindustriessuch as health care, educationand
businessservices. Nonetheless,theseoccupationsalso
expandedrapidly in areaslike manufacturingwhich
showedlittle or no overall employmentgrowth overthe
period. This reflects in large part the widespread
adoption of computertechnologyand technologically
advancedmanufacturingmethodsthat in turn require
large numbers of engineers,systems analysts and
similarlyhigh-skilledoccupations.

At the other end of the spectrum the service
occupationsgroupaddedthe secondlargestnumberof
newjobs, nearly4 million, over the 1988-1998period.
Thesejobs, moreoften than not, are low paying with
modestskill andeducationrequirements.Government,
healthcareandtheretail tradesector,which in theU.S.
industrial classification includes restaurants, accounted
for abouthalf of such workers. Other demandscame
from protective service industries, cleaning and
janitorialservicesandawide varietyof personalservice

providers. As with professionalworkersthe growth of
these occupations was mediated by the industrial
restructuringof theU.S. economythatwasin full swing
in this period. Unlike professional occupations,
however,this groupasawholedoesnot appear to have
beeninfluencedto a substantialdegreeby technological
changealthoughthe widespreaduse of computershas
certainly changed the natureof these jobs to some
degree.

Severalof the major occupationalgroups gainedjobs
over the decadebut at rates far below the growth of
employmentas a whole. Theseincludeadministrative
supportand clerical occupations,precisionproduction
and craft workers, machine and plant operators and
agriculturalworkers. Many of thesetypesof jobs are
primarily located in manufacturing industries. With
little or no employmentgrowth in most manufacturing
industriesdemandfor many of theseoccupationsis
likely to be limited to replacementof existing workers.
As in other occupationalareas,the expandingservice
economywasthe driving forcebehindwhatgrowth did
occur.

Table1 also containsa forecastof occupationaltrends
generatedby the BLS employmentprojectionssystem
for the 1998-2008period.As illustrated in Chart 1, the
projections system consistsof a conventionalinput-
outputbasedmodel of industrialactivity augmentedby
relatively detailed labor supply and occupational
demand components. The occupational demand
componentitself consistsof an industry-occupation
matrix, thecolumnsof which describetheoccupational
input structureof each of the 262 industries in the
system.A consistentannualseriesof thesematriceshas
beendevelopedfor the 1983-1998period (U.S. Bureau
of Labor Statistics2000). The matricesarebasedon
establishmentsurveys and are designed to be as
compatible as possible with the input-output based
industrycomponent.

In developingoccupationalprojections,analystsmake
explicit forecasts of the industry-occupation
coefficientsbasedon a wide variety of occupation-
specific information including any trends observedin
the coefficients themselves. The final forecast of
occupationalemployment,of course,dependsnot only
on thesecoefficientsbut also on changesin industrial
structureand productivity that ariseelsewherein the
system.

While thereare exceptions,the forecastfor the most
part continuesthe trendsobservedover the preceding
decade.Thereareno signsin thedatasofar to indicate
that the industrial and occupationalchangesobserved
over the past decade or two are abating. Thus,
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employment growth in professional specialty
occupations is expected to continue to lead both
relativelyand in termsof thenumberof newjobs.

Table2offers aconsiderablymoredetailedview of the
likely patternsof occupationalchangeover the next
decade. The thirty occupationslisted in the table are
thosewith thelargestexpectedjob growth andaccount
for about half of the total net changein employment
forecastedover the 1998-2008period. Most of these
occupations are concentrated in the four industry
sectorsexpectedto dominatejob growth: retail trade,
businessservices, health care and education. Not
surprisingly, all of the major computer-related
occupationsare on the list accountingfor about 1.5
million newjobs. Therearenearlya million newjobs
in nursingoccupationsandasimilarnumberin retailing
includingfood service.

Table 2 also contains information on the relative
earnings and typical education and training
requirementsassociatedwith theseoccupations. What
is most striking about this aspectof the table is the
broad range of both education and training
requirementsand incomepotential exhibited by these
large-growthoccupations.In particular,it is difficult to
see in these data any clear-cut skill bias in either
direction.In thefollowing section,however,we look in
moredetailat theeducationandtraining implicationsof
occupationalchangeandtry to developa morefocused
view of changing skill requirements from this
perspective.

Educationand training

In the BLS model eachof the morethan 550 detailed
occupationsis linked to one of eleven educationand
training categories(Wash 1995-96).While a variety of
data sourcesenterinto making eachassignment,they
are ultimately dependent on the judgment of
occupational specialists. For each occupation, that
categoryof educationand training is selectedwhich
bestreflectsthemannerin which most workersbecome
proficient in their job. This includesboth the mental
and physical requirements of the job as well as
employerpreferences. Where an occupationexhibits
multiple entry pathsa decisionis madeas to which of
them is in some sensethe preferredor typical one.
Over time, of course, education and training
requirements of specific occupations can and do
change.For this reason,the assignmentsarereviewed
by occupational specialists every other year and
updatedwhennecessary.

Table 3 contains a tabulation of wage and salary
occupational employment in terms of the 1998

educationand training categoryassignments. Skill
upgradingin terms of increasededucationand training
requirementswithin detailed occupationsis therefore
ruled out by definition. Sincethe classificationsystem
has only been in place since 1994 there is little
empirical evidence yet as to how important such
upgrading may be. However, given the relatively
narrow occupationalcategoriesthis is unlikely to be a
majorfactorovershorttomedium-lengthperiods.

Given the assumption of fixed requirements, the
changesshown in Table 3 can be interpreted the
educationand training consequencesof shifts in the
occupationalstructure. At mostthereis evidenceof a
slight overall shift toward occupations with higher
educationrequirementsbut eventhis is concentratedin
the earlierpart of the period. Since 1992 occupations
requiringabachelor’sdegreeor higherhaveaccounted
for 20.8 percentof employmentwhile the proportion
requiring only a bachelor’s degreehas remained at

around11.8 percent. On theotherhand,jobs requiring
associate degrees, generally, two years of post-
secondaryeducation,do showasteadyrise. Thesejobs
tend to be technical in nature and are concentrated in
thehealthcareandcomputerfields.

At theotherendof thespectrumthereis someevidence
of reduced requirementsamong jobs requiring no
specific education or training beyond the secondary
school level. Here we see a steadydecline in jobs
requiringmoderateto extensiveon-the-jobtraining and
a concomitant increase in jobs requiring on-the-job
trainingof amonthor less.

Table 4 showsthe educationand training implications
ofBLS’ mostrecentoccupationalforecasts.Theresults
are based on the same set of 1998 education and
training categoryassignmentsusedto developthe data
in table 3. Thetableshowsthat nearly55 percentof
expected job openings have no post-secondary
educationalrequirementsandrequireoneyearor lessof
on-the-jobtraining. Most of thesejobs, in fact, have
trainingrequirementsof only a month or less.Table4
also shows the incomedistribution within eachof the
educationandtraining categories.Thesedataimply that
on averagethereis a largepositivereturnto education
and training but alsothat a largeportion of future job
openings will be in jobs that historically have paid
relativelylow wages.

To thedegreethat educationandtrainingrequirements
can be taken as a roughindicator of changesin skill
requirements,there is very little evidenceof skills
upgradingoverall. At most, thereappearsto bea slight
shift toward jobs requiring at least some college
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training offset by a decidedshift toward jobs with the
mostlimited requirements.

Industryskill requirements

Thissectionpresentsan indirect index of skill change
computedon an industry-by-industrybasis.’ Theindex
is indirect becausethe economy-widerelativewageof
each occupation is used as a proxy for its skill level.
Further, the relative wage proxy is fixed at its 1998
level. Thus, as with the education and training
measure,we rule out skill shifts within narrowly
defined occupations.This appearsto be reasonable
given the high degreeof occupationalspecificity used
in constructing the index and the rigidity of
occupationalclassificationsystems. More troubling is
the assumption that the 1998 relative wage of an
occupationcanserveasa proxyfor its skill level. One
question we would like to answer in this regard is
whetherthe occupationalwage distribution is stable.
Unfortunately,occupationalwage dataat the level of
detail neededto constructthe type of index reported
herehasonlybeenavailablesince1997.Testsdo show,
however, that using 1997 weights would make no
appreciabledifferencein theresults.

Another potential limitation is that even if the wage
distribution is stable it may not be systematically
relatedto skill differentials. Howell and Wolff (1991),
for example,reportpoor correlationbetweenearnings
anda directmeasureof skill. Lackingareliable direct
measureof skill compatiblewith the occupationaldata
used here, there is no way to resolve this question
definitively. Consequently, the measure of skill
presentedhere has to be taken astentative with due
regardto the assumptionson which it is based. As
suggested below, however, improvements in
occupationaldatamayeventuallyallow us to address
thisquestion.

Theskill changeindexrepresentsthepercentchangein
an industry’s wage bill due solely to changesin the
occupationalstructureof thatindustry. An increase,for
example,indicatesthat the industry hasmoved to a
higher wage input structure, given the relative
occupational wage structure of 1998. Taking the
assumptionsnotedabove,this maybeinterpretedasan
increasein industryskill requirements.

The calculations are based on the time-series of
industry-occupationmatrices discussedabove which

1 Themeasuredevelopedhereis similar toone

proposedby MurphyandWelch(1993).

were developed as part of the BLS employment
projections system. The occupationalwage data for
1998 arebasedon the BLS’ OccupationalEmployment
Survey.The surveywas expandedin 1997 to include
occupationalwagedatafor the first time. As a result
theoccupationalemploymentandwagedataunderlying
the indirect skill indexcould be derivedfrom thesame
establishmentsurvey.Prior to 1997 occupationalwage
datahadto bebasedon householdsurveys,introducing
majorproblemsof comparability.

While thereare exceptionsmost industriesexhibit a
relatively small positive or negative changein skill
requirements. There are significant increasesin a
number of manufacturing industries: computer
manufacturing,publishing,appareland guidedmissiles
andspacevehicles. A numberof financeandinsurance
andtransportationindustriesalsoshow gains. Overall,
however,thereis little evidenceof a pervasivechange
in skill requirements. (Completeindustry results are
availablefromtheauthoron request).

Table 5 presentsa summaryof skill changefor major
sectors. Thesummarymeasuresarecalculatedas 1998
employment-weightedaveragesof the industry data.
As suchtheyareinterpretedin essentiallythe sameway
asthedetailedmeasures.Basedonthedatain thistable
thereappearsto be little difference betweengoods-
producingand services-producingindustries. Most of
the sectorsshow positive but small increasesin skill
levels overall. The exceptionsare the Mining and
constructionsectorthat showsadeclineover the latter
part of the period and the Trade sector that declines
over the whole period.

The estimatesof skill changeshownin table 5 include
only intraindustry effects. The skill changemeasure
wasalsocalculatedfor theeconomyasa whole. While
the interpretationof theresultis the same,skill change
nowreferstoreallocationof laborinputsthroughoutthe
economy. Thedifferencebetweenthis and theaverage
intraindustryeffectprovidesan estimateof the amount
of skill changeattributableto interindustryemployment
shifts. Theseresultsare shown in Table 6. In all but
one of the sub—periods the interindustry skill effect
enhancestheintraindustryeffectbut theoverall effect is
still relativelysmall.

In general,theresultsdiscussedin this sectionsuggest
thattherehasbeenapositivebut smallincreasein skill
requirementsover the 1988-1998period. Becausethe
resultsdependon an indirect measureof skill change
they are dependent on a number of restrictive
assumptionsandcannotbe takenas definitive. On the
other hand, the finding of a slow increasein skill
requirementsover time is generally consistentwith a
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number of studies for earlier periods utilizing both
direct and indirect measures (for example,
Spenner(1983), Murphy and Welch (1993),
Rumberger(1981).

Given the inherent limitations of indirect methods,
improvements in our understandingof skill changein
the work force will no doubt requireimproved direct
measurementapproaches. In the next section we
discusssomedata issuesrelated to the feasibility of
developingsuchmeasures.

Advancesin labormarketinformation

Most direct measuresof skill changehaveutilized the
U.S. DepartmentofLabor’sDictionaryofOccupational
Titles (DOT) asthebasic sourceof information on the
skill contentofjobs.TheDOT, which was developedin
the late 1930’s to aid employment counselors and
others involved in job placement, contains detailed

information on nearly 13,000jobs. TheDOT describes
the tasksof each occupationin terms of a functional
relationshipto data, peopleand things with scalesto
indicatethe complexityof the relationship. The latest
edition also contains occupation-specificinformation
on a largenumberof variablessuchas training time,
working conditionsandphysicalandmentaldemands.

In spiteof the wealth of information containedin the
DOT, it hasbecomelessusefulover timefor analyzing
skill changein the U.S. economy. Partly this is due to
theinherentdifficulty of keepinga databaseof this sort
current. Most of the occupationsin the DOT were last
updatedin 1977. Added to this is a bias toward
manufacturingoccupations,areflectionof theindustrial
structureandemployment situation of the 1930’s when
the DOT was designed. Besides the question of
currency, the structureof the DOT makes it less than
ideal asa vehiclefor studyinglabormarketskills. First,
it is a task-basedsystem. It focuseson how tasksare
carried out rather than what abilities are neededto
accomplish those tasks. Second, it is based on an
obsoletesystemof occupationalclassificationthat does
not reflect the modern economy and is therefore
difficult to link to related sourcesof labor market
information. Third, it offers no easy way to compare
requirementsacross occupations. Fourth, it is not
sample-basedand there is no way to gauge how
representativeit is of actual occupationalrequirements.
Finally, coverageof educationand training related to
occupationsis very limited.

Given the severity of the problemsfacing the DOT a
decision was reached in the 1990’s to completely
redesign it. What emergedwas the Occupational
Information Network, or O*NET for short. The

O*NET systemis designedto greatlyimproveupon the
contentand usefulnessof the DOT. It is intendedto
servethemultiple needsofjob seekers,researchersand
policy makers.

The organizationalframeworkof thenew systemis the
content model consisting of six domains in which
information on each occupation is grouped. The
WorkerCharacteristicsdomaincontainsinformationon
abilities, valuesand interests,andwork styles~These
are seenasreflectingrelativelyenduringcharacteristics
of individualsthat caninfluencejob performance.The
Worker Requirements domain deals with an
occupation’sneedfor general skills, knowledge and
education.Skills arefurthersubdividedinto basicskills
such as reading,communicationand critical thinking
and cross-functionalskills such as problem-solving,
social and technological skills. The Experience
Requirementsdomain contains information on the
experience neededto perform in a job. Experience
requirementsare definedin termsof categoriescalled
job zonesthat aresimilar to the educationand training
categoriesused in the BLS model. This domain will
alsoincludelinks to licensurerequirements.

The data contained in the Worker Characteristics,
Worker Requirementsand ExperienceRequirements
domainsare worker-orientedandtogetherdescribethe
demands placed on individuals. The remaining
domainsare work-orientedand describethe natureof
the work itself. Labor Marker Requirementsprovides
links to relateddataaboutoccupationssuchaswages
and BLS employment projections. The Occupational
Requirementsdomain deals primarily with the wOrk
activities thatmakeup ajob, the environmentin which
thejob is doneandits organizationalcontext. Thefinal
domain, Occupation-Specific Requirements differs
from the othersin that the variables that compriseit
maybedifferentfor eachoccupation. In thecaseof the
otherfive domainsthe sameset of variablesis usedto
describeeachoccupation.

At present the O*NET content model is populated
primarily by dataadaptedfrom the DOT. The nearly
13,000DOT occupationshavebeenreplacedby about
1000 categories based on the latest Standard
OccupationalClassification. Data collection is set to
begin in late 2000. The goal is to collect data on the
hundredsof descriptors and associatedscales that
describeeachoccupation. Currentplansareto survey
aboutone-thirdof theroughly 1000 occupationsin each
of thenextthreeyears. In general,therespondentswill
beincumbentsin theoccupation,selectedby meansof a
probability sampleof establishments.Eachrespondent
will completeone of four questionnairesdealing with
skills, work context, knowledge or generalized work
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activities. Demographic information about the
respondent will also be collected along with a
descriptionof thetasksinvolved in theoccupation.The
resultswill beusedto populatethe variousdimensions
of thecontentmodel for eachsurveyedoccupation.

TheO*NET systemaddressesmostof theshortcomings
of theDOT and,if datacollectionproceedsas planned,
it will offer an unprecedentedinsight into the skill
compositionof the U.S. workforce. It will taketime,
however,to fully realizeit’s potential. Over the course
of the initial 3-year data collection period the results
will be continuously analyzed and it is likely that
surveymethodsand other collection parameterswill
change.Nonetheless,within a yeartheprogramshould
begin producingdataon skills andotheroccupational
characteristicswhich goes far beyond anything now
available.

Conclusions

The empirical evidence presented in this paper
generallysupportsthe view that therehasbeenat most
a small increasein skill requirementsover the past
decadeandthatthis is likely to hold true over the next
ten years. Analysis of occupationaland educational
trendsshowsthatwhile professionaland technicaljobs
with relatively extensiveeducationalrequirementsare
growing the fastestlarge numbersof jobs at very low
skill levelsarealsobeingcreated.The indirectmeasure
of skill changepresentedin this paper supports this
conclusionin that most industriesshowlittle evidence
of upgrading and the overall change in skill
requirements while positive is quite small. While
convincing, none of the evidence presented here
measuresskill directly. Such measuresaredifficult to
construct becauseof severe data limitations. The
O*NET data collection programpromisesto remedy
this andshouldallow us to developmuchmoreprecise
estimatesof skill changein thefuture.
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Table 1. Employment by major occupationalgroup, 1993-1998andprojected to 2008

Occupationalgroup

Employment Employment Change Percent Distribution
1998 2008 1988-1998 1998-2008 1988 1998 2008

Total 120010 140514 160795 20504 20281 100.0 100.0 100.0

Executive,administrativeandmanagerial

Professionalspecialty
Techniciansandrelatedsupport
Marketingandsales
Administrativesupportincludingclerical
Service

Agriculture, forestryandfishing
Precisionproduction,craft andrepair
Operators,fabricatorsandlaborers

12330 14770 17196

15035 19802 25145

3880 4949 6048

12390 15341 17627
22251 24461 26659
18554 22548 26401
4224 4435 4506

14333 15619 16871
17012 18588 20341

1988

2440 2426 10.3 10.5 10.7
4767 5343 12.5 14.1 15.6

1069 1099 3.2 3.5 3.8

2951 2286 10.3 10.9 11.0
2210 2198 18.5 17.4 16.6
3994 3853 15.5 16.0 16.4

211 71 3.5 3.2 2.8

1286 1252 11.9 11.1 10.5
1576 1753 14.2 13.2 12.7



617 1194 577
4056 4620 563
3198 3,754 556
3362 3913 551
2970 3463 493
3021 3484 463
2079 2,530 451
429 869 439
746 1179 433

1192 1567 375
3184 3549 365
1367 1692 325
299 622 323

1426 1749 322
1611 1924 313
1293 1599 305
2019 2322 303
1027 1321 294
2584 2847 263
2025 2272 247
905 1141 236

1130 1364 234
604 822 218
984 1197 213

1754 1959 205
2198 2394 196
865 1061 195
648 839 191
479 642 163
383 532 148

Education and training category

Bachelor’sdegree
Short-termon-the-jobtraining
Short-termon-the-job training
Experienceplus bachelor’s
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Associatedegree
Associatedegree
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Bachelor’sdegree
Bachelor’sdegree
Experiencein arelatedoccupation
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Experiencein arelatedoccupation
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Short-termon-the-jobtraining
Bachelor’sdegree
Short-termon-the-jobtraining
Bachelor’sdegree
Experiencein arelatedoccupation
Doctoraldegree
Bachelor’sdegree
Short-termon-the-jobtraining
Long-termon-the-jobtraining

Employment Change Quartile rank by
1998 2008 1998-2008 1997median

NumberPercenthourlyearnings*

Table 2. Occupationswith the largestjob growth, 1998-2008
(Employment in thousandsofjobs)

Occupation

Systemsanalysts
Retail salespersons
Cashiers
General managersand top executives
Truck driverslight andheavy
Office clerks, general
Registerednurses
Computersupport specialists
Personalcareandhomehealthaides
Teacherassistants
Janitorsandcleaners,includingmaidsandhousekeepingcleaners
Nursingaides,orderlies,andattendants
Computerengineers
Teachers,secondaryschool
Office andadministrativesupportsupervisorsandmanagers
Receptionistsandinformationclerks
Waitersandwaitresses
Guards
Marketingandsalesworkersupervisors
Foodcounter,fountain,andrelatedworkers
Childcareworkers
Laborers,landscapingandgroundskeeping
Socialworkers
Handpackersandpackagers
Teachers,elementaryschool
Blue-collarworkersupervisors
Collegeanduniversityfaculty
Computerprogrammers
Adjustmentclerks
Correctionalofficers

94
14
17
16
17
15
22

102
58
31
11
24

108
23
19
24
15
29
10
12
26
21
36
22
12
9

23
30
34
39

1
4
4
1
2
3
1
1
4
4
4
4
1
1
2
3
4
4
2
4
4
3
2
4
1
1
1
1
3
2

* 1=veryhigh($16.25andover),2=high($10.89to $16.14),3=low($7.78 to$10.88),and4=verylow (upto $7.76).



Table3. Wageandsalaryemploymentby educationandtrainingcategory,1986-1998

Total, all occupations

Bachelor’sdegreeandabove

Firstprofessionaldegree

Doctoraldegree

Master’sdegree

Work experience,plus a degree

Bachelor’sdegree

Postsecondaryeducationandtraining

Associatedegree

1990 1992 1994 1996

100.0 100.0 100.0 100.0

20.4 20.9 20.8 20.9

1.2 1.2 1.2 1.2

0.9 0.8 0.9 0.8 0.8

0.7 0.8 0.8 0.8 0.8

6.3 6.2 6.1 6.1 6.2

11.2 11.5 11.8 11.8 11.8

6.5 6.5 6.6 6.8 6.7 6.7

3.1 3.2 3.3 3.5 3.5 3.6

3.4 3.3 3.2 3.3 3.1 3.1

74.0 73.3 73.0 72.4 72.6 72.4

6.4 6.3 6.6 6.7 6.7 6.6

8.9 8.8 8.6 8.4 8.5 8.5

17.3 16.9 16.8 16.1 15.6 15.5

41.4 41.3 41.0 41.1 41.7 41.8

Educationandtrainingcategory

Percentdistribution Changeis
share

1986 1988

100.0 100.0

19.5 20.2

1.2 1.1

0.9

0.7

5.8

11.0

~Jl
Postsecondaryvocationaltraining

On-the-jobtraining (Off) or experience
Experiencein arelatedoccupation

Long-termOJT(morethan 12months)

Moderate-termOff (1-12months)

Short-termOff (lessthan1 month)

1998 1986-1998

100.0 ---

20.8 1.3

1.1 -0.1

0.8 -0.1

0.8 0.1

6.2 0.4

11.9 0.9

6.6 0.2

3.9 0.7

2.8 -0.6

72.5 -1.4

7.0 0.6

8.4 -0.5

14.8 -2.5

42.4 1.0



Table4. Employmentandtotaljobopenings,1998-2008,and1997medianhourlyearningsby educationandtrainingcategory

Total job openings*dueto
growth andreplacement,1998- Percentdistributionof medianhourlyearnings,1997**

Educationandtraining category 2008

Number Percent 1 2 3 4
distribution

Total, all occupations 55,008 100.0 25.0 25.0 25.0 25.0
First professionaldegree 617 1.1 92.2 7.8
Doctoraldegree 502 0.9 100.0 ...

Master’sdegree 374 0.7 97.5 2.5
Work experienceplusbachelor’sor higherdegree 3,372 6.1 94.1 3.2 2.7
Bachelor’sdegree 7,822 14.2 76.2 19.1 3.3 1.4
Associatedegree 2,422 4.4 70.5 25.3 4.2
Postsecondaryvocationaltraining 1,680 3.1 7.2 60.5 17.2 15.1
Work experiencein arelatedoccupation 3,699 6.7 26.1 50.7 23.1 0.1
Long-termon-the-jobtraining 4,411 8 15.9 57.7 7.3 19.1
Moderate-termon-the-jobtraining 6,218 11.3 0.8 55.9 39.8 3.6
Short-termon-the-jobtraining 23,890 43.4 0.7 7.8 35.8 55.8

* Totaljob openingsrepresentthesumof employmentincreasesandnetreplacements.If employmentchangeisnegative,job openingsdueto growtharezero and

totaljob openingsequalnet replacements.
** Thequartilerankingsof OccupationalEmploymentStatisticshourlyearningsdataarepresentedin thefollowing categories:1=veryhigh($16.25andover),
2=high($10.89to $16.14),3=low($7.78 to $10.88),and4=verylow (up to $7.76).Therankingsarebasedon quartilesusingone-fourthof total employmentto
defineeachquartile.



Table 5. Weightedaveragepercentchangein skill requirementsby sector,1988-1998

1988-1992 1992-1996 1996-1998 1988-l998

Sector

All privatenonagriculturalindustries 0.2 0.3 0.2 0.7

Goodsproducing 1.1 -0.1 -0.2 0.7

Mining and construction 0.6 0.2 -1.6 -0.8
Manufacturing 1.2 -0.2 0.3 1.2

Servicesproducing -0.1 0.4 0.4 0.8

Transportation,communicationsandutilities 0.9 0.8 1.5 3.1
Trade -0.3 -0.1 -0.2 -0.5

Finance,insuranceandrealestate 0.0 0.4 1.3 1.7
Services -0.1 0.7 0.7 1.3

Table6. Economy-widechangein skill requirements,1988-1998

1988-1992 1992-1996 1996-1998 1988-1998

Total 0.5 0.1 0.5 1.0

Intra-industry 0.2 0.3 0.2 0.7

Interindustry 0.3 -0.2 0.3 0.3
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DO REGION-SPECIFICEXCHANGERATE INDICES IMPROVE REGIONAL
FORECASTS?THE CASEOF STATE-LEVEL MANUFACTURiNG EMPLOYMENT

AmandaHollenbacher,LycorningCollege
Azure Reaser, Bureau of Labor Statistics

David B. Yerger, Lycoming College

I INTRODUCTION

This paperanalyzesthe impactof exchange
ratemovementsuponstatelevel manufacturing
employmentovera25-yearperiodendingin 1998. The
modeluponwhich theestimationis basedwas
developedin themid 1980’sby BransonandLove
(1986). This studyextends their work in threeways.
First,by extendingthe sampleperiodbeyondtheir
1986:1 endingpoint, our samplecapturesbothsidesof
the1980’sworld oil pricespikeandtheU.S. dollar
spikeof the1980’s. This reducesthe oddsof spurious
correlationbeingresponsiblefor anyfmdingsof
adverseimpactsfrom exchangerateor energyprice
movements.A secondextensionof thework is thatthe
modelis estimatedatthe statelevel separatelyfor
durablegoodsandnon-durablegoodsmanufacturing,
andnotjust for all manufacturingemploymentasin
BransonandLove (1987).

Thefinal extensionof thispaperis to estimate
themodelusingboth anationalexchangerateindex
andregion-specificexchangerateindicesbasedon the
work ofHerveyandStrauss(l998a). (Ourthanksto
HerveyandStraussfor providingus with their
exchangeratedata.) Severalrecentpapershaveshown
thatexportweightedregion-specificexchangerate
indiceswithin theU.S. differ in their patternof
movementsfrom anationalexchangerate index. To
date,however,verylittle work existsin theliterature
investigatingwhethertheseregionspecificexchange
ratevariablesimprovethe fit or forecastingability of
regionaleconomicmodels. This paperis oneof the
first, of whichtheauthorsareaware,to directlytestfor
improvedexplanatorypowerfromregionaleconomic
modelsutilizing regionalratherthannationalexchange
rate measures.

Therelevantliterature is briefly reviewedin
thenextsectionofthepaperandthemodelitself, and
thedataused,is outlinedin sectionIII. SectionIV
containsasummaryof thekeyempiricalresultsand
sectionV concludesthepaper.

II LITERATURE REVIEW

The impactof thesharpspike duringthefirst
half ofthe 1980’s in thevalueof theU.S. dollarupon
U.S. employmentin tradesensitivesectorswas the
focusofmuchinvestigationinsubsequentyears.A
small literatureexaminedtheimpactof thedollar
movementsatthe stateor regionallevel. In aseriesof
papers,BransonandLove (1986,1987)testedthe
impactof thedollarmovementson U.S.manufacturing
employmentat eitherthestate,or industry-specific
level. Theyderivedareducedform modelof
manufacturingemploymentasafunctionof business
cyclevariables,therealprice ofenergy,andthe
nationalrealexchangerate. Whenestimatingthe
modelwithquarterlydatafrom 1970:1 to 1986:1for all
manufacturingemploymentat thestatelevel,theyfmd
theelasticity of employmentwith respectto an
appreciatingdollar to benegativeandstatistically
significantin 36 of5l cases(all states+ D.C.). Based
ontheir parameterestimates,theyfind thatthe dollar’s
appreciationfrom 1980to 1985 leadto alossof
approximately one million manufacturingjobs overthis
period.

Carlino (1990)estimatedtheimpactof
exchangeratemovementsuponthegrowthratesof
GrossStateProduct(GSP)usingannualdataoverthe
1973-86period. GSPgrowth rateswereestimatedasa
functionof U.S. andforeignrealGDP growthrates,
U.S. andforeignlaborproductivity growthrates,anda
nationalrealexchangerateindex. In contrastto
BransonandLove’sfmdings of widespreadnegative
effectsonmanufacturingemployment,Carlino finds an
adverseeffecton GSPgrowth ratesin only sevenstates.
A positiveeffectis foundin four states.Thereduced
frequencyof adverseeffectsat thestatelevel isnot
surprisinggiven themanynontradedgoodssectorsthat
arepartof the GSPcomputationrelativeto the
manufacturingsector.

In the 1990’sa differentstrandof literature
developedin which variousU.S.region-specificreal
exchangeratemeasureswereconstructedandtheir
movementscontrastedagainstoneanotheraswell as
traditionalnationalexchangeratemeasures.These
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studieshaveestablishedthattheregionalindicesat least
in partmoveindependentlyofoneanotherandthe
nationalindex.

Clark,Sawyer,andSprinkle(1997)
constructeda quarterlyexport-weightedrealexchange
ratemeasurefrom 1973:3to 1994:4for the ‘Southern
Dollar’ basedon statelevel exports.The Southern
Dollar regionincludedall statesthatareformer
membersof theConfederateStatesofAmerica. They
found thattheSouthernDollar realexchangerateindex
andanindexcomprisingtherestof theU.S. arenot
cointegrated.Moreover,therestofU.S. indexis not
causingmovementsin theSouthernDollar indexin the
Granger-causalitysense. Clark,Sawyer,andSprinkle
(1999)thenextendthestudyby computingexport-
weightedrealexchangerateindicesfor eachofthenine
censusregionsover thesameperiod. They find thatthe
national indexis cointegratedwith only two ofthenine
regionalindicesandthatthenationalindexis Granger-
causingmovementsin only oneof the nineregional
indices.

HerveyandStrauss(l998a)constructexport-
weightedrealexchangerateindicesfor theeightBEA
regionsandtheentireU.S.usingmonthlydatafrom
1970.1 to 1996.12. For eachgeographicunit, three
indicesare createdbasedon theregion’sexportsofall
manufacturinggoods,durablegoodsonly, or non-
durablegoodsonly. Theyfmd thatsignificant
differencesexistin thepatternofmovementsin the
regionalindices. In particular,theMidwestand
Southwestregionhavefacedanappreciatingtrendin
their dollar since1974. Thesetwo regionsdid notsee
the sametype of declinein thevalueof their dollarpost
1985 asdid theotherregionsandtheentireU.S.
Hence,thestabilization(recovery?)of the
manufacturingsectorin theMidwestin the 1990’s
cannotbe attributedto improvementsin the region’s
realexchangerate.

In a follow-up paperHerveyandStrauss
(1998b)usetheseregion-specificexchangerate
measuresto test for theimpactof changesin real
exchangeratesandforeignincomesuponregional
manufacturingoutputfor theeightBEA regionswith
annualdatafrom 1970-1997.Theyestimatetheimpact
uponfour differentmeasuresofregionaloutput:total
grossregionalproduct(GRP),GRPattributableto
manufacturing,GRP attributableto durablegoods
manufacturing,andGRPattributableto non-durable
goodsmanufacturing.Theyfmd minimal evidenceof
animpactfromrealexchangeratemovements.Of the
32 regionestimates,anegativeeffectfrom exchange
ratemovementswasfoundinonly threecases(Mideast
durableGRP,SouthwestmanufacturingGRPandnon

durableGRP)while apositiveeffectwasfoundin five
cases(New EnglandmanufacturingGRPandnon
durableGRP, MideastnondurableGRP,Southeast
manufacturingGRP anddurableGRP).

Priorto this studytheonlywork, of which the
authorsareaware,thatdirectlycomparedthe
performanceof aneconomicmodelusingbothnational
andregion-specificrealexchangerateswasby
CronovichandGazel(1998). Theyfirst createregion
specific export-weightedannualrealexchangeratesfor
the50 statesandD.C. overthe1987-1991period. They
thenestimatea fixed effectspanelmodelof state
manufacturingexportsas afunctionof: grossstate
product,state-specificrealexchangerates,andstate-
specific measuresof foreignincomein exportmarkets.
If anationalexchangeratemeasureis used,the
exchangerateis not asignificantdeterminateof state
manufacturingexports. Whenthestate-specific
exchangeratemeasuresareused~however,thena dollar
appreciationhasanegativeandsignificantimpactupon
statelevel exports. Out ofsampleforecastingusing
state-specificexchangeratesalsowasfoundto be
superiorto forecastsusinganationalexchangerate
indexon thebasisof smalleroutof sampleforecast
errors.

While CronovichandGazel’sfmdingsdo show
improvedmodelperformancefrom theuseofregion-
specific exchangeratemeasures,thegeneralizations
thatcanbedrawnfromtheir studyare limited. They
focusuponthatsliceof economicactivity mostlikely to
beimpactedby currencymovements,manufacturing
exports,andestimatetheir modelover onlyafew years
of data.

This studywill examineif Cronovichand
Gazel’sfindingofthesuperiorityof region-specific
exchangerateindicescontinuesto holdif amuch
longertimeperiodis analyzed,1974-1998,andif
manufacturingemployment,ratherthanexports,is the
dependentvariable. Theregion-specificrealexchange
ratevariablesfrom HerveyandStrausswill beusedin
thereducedform modelofBransonandLove. The fit
andforecastingability of themodelwill be compared
usingbothnationalexchangerate indicesandthe
region-specificindicesto seeif meaningfuldifferences
exist. ~

III MODEL

As notedpreviously,themodelis taken
directly from Branson andLove (1986). For acomplete
derivationofthemodel, seetheirpaper. Exportsupply
is specifiedasafunctionof therealwagewhile export
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demandis a functionofrelativehomeversusforeign
prices. Foreignincomeandrealinterestratevariables
weredroppedfrom themodelas theyaddedno
explanatorypower,anddid notmeaningfullychange
theestimatedelasticitiesof employmentwithrespectto
exchangeratemovements.

The estimatedreducedform versionofthe
modelis givenbelowasequationone. Thedependent
variableisthenaturallogarithmof employment. The
explanatoryvariablesincludea constant,thereal
exchangerate,andthreevariablesto capturesecular,
cyclical,andpotentialstructuralchangesin demand.A
trendtermcapturessecularchanges,the log ofthe
unemploymentrateis usedto capturebusinesscycle
effects,andtherealpriceof energyis includedto
capturetheimpactofmajorfactorpriceshocks.

(1) y~~=13o+f31t+

~k=o f33kLRENGYt~k+
~6 1341LREX~i+

where:
y~ log of employmentin statei,
t = trendvariable
LURT = log ofthe nationalunemploymentrate
LRENGY = log of thenationalrealpriceof energy
LREX = log oftherealexchangerateindex

Pt = theerrorterm

The datais quarterlyfrom 1974:1to 1998:4.
The employmentdatais thenumberof employed
workersandis fromtheBureauof LaborStatistics’
EmploymentandEarnings. Threedifferentmeasuresof
employmentareused:totalmanufacturing,durable
goodsonly, andnon-durablegoodsonly. Thereal
energyindexis thePPIfor energydividedby theCPI-
Urbanindexforall consumergoods.

Therealexchangeratemeasuresarefrom
HerveyandStrauss(I 998a). Themodelis estimated
firstusinganationalexchangerate indexandthen
estimatedagainusingtheregion-specificexchangerate
measure.Notethatwhenthedependentvariableis
eitherdurableornon-durablegoodsemploymentthat
theexchangeratemeasuresarebasedsolelyon exports
ofthosegoods.

In sum, a total of306 differentversionsof
equation(1) areestimatedgiventhe51 states/D.C.,
threedifferentemploymentmeasures,andtwo different
realexchangeratemeasures.All modelsareestimated
usinganAR(1) correctionasin BransonandLove
(1987). Originalestimatesfrom OLS indicated
significant serialcorrelationproblems.Fortheall
manufacturingwith a nationalexchangerateindex
case,thenull hypothesisof no serialcorrelationwas

rejectedin49 of 51 estimates.After estimatingthe
modelwith theAR( 1) correctionthenull of no serial
correlationis neverrejected.

Thekey resultsfrom theseestimationsare
reportedin thenextsection. Spaceconstraintspreclude
presentingthecompleteeconometricestimationresults
for eachequation,buttheseresultsareavailablefrom
theauthorsuponrequest.

IV RESULTS

ComparisonwithBranson& Love

Equation(I) initially is estimatedusing all
manufacturingemployment as the dependent variable
anda nationalexchangerateindexasthis versionis the
mostdirectextensionof BransonandLove’s work. The
resultsaresummarizedandcontrastedwith B&L’s
fmdingsinTable 1. The signsof the trendtermsare
consistentwith the well-knowndeclinein the
traditionalmanufacturingregionof theU.S. andthe
effect is evenmorepronouncedin our studythanin
B&L. While B&L foundanegativeandsignificant
trendin just 11 states,thetrendwasnegativein 27
statesin ourstudy. Moreover,thenegativetermswere
concentratedin theNewEngland,Mid East,andGreat
Lakesregionswhere16 of the 17 stateshadnegative
trends. Theparameterestimatesontheunemployment
variablewereas expected,nearlyalwaysnegativeand
statisticallysignificant, with few differencesbetween
thetwo studies.Extendingthesampleto includeboth
sidesof theearly1980’soil pricespike,however,
eliminatedanyfmdingsof anadverseimpactfrom
energypricesin our studywhereasB&L hadfounda
negativeimpacton severalstates.

Thenegativeimpactfrom exchangerate
movementsalso waslessfrequentin this studythanin
B&L. Capturingbothsidesof thedollar’s 1980’sspike
reducedthe findings ofanadverseeffect on
employmentfrom 36 statesin B&L to 27 statesin this
study. Also, this studyfmds a positiveeffectfrom a
dollarappreciationin 12 states,sixof whichare in the
NewEnglandandMid Eastregions,whileB&L found
apositiveeffectin only one state. Overall, this study
still fmds fairly widespreadadverseeffectsonstate
level manufacturing employment from an appreciating
dollar, albeit at a diminishedlevel relativeto B&L.

Do Region-SpecificFX RatesImproveFit?

Thereis minimal evidencethatestimating
equation(1) for the all manufacturing employment case
usingregion-specificvaluesforLREX ratherthanthe
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nationalindex improvesthe fit of themodel. The
resultsaresummarizedin Table2. 11129 of the51
states/D.C.,the adjustedR2 is higherusingthe region-
specificexchangeratethantheadjustedR2 whenthe
nationalexchangerateindexis used. A ranksigntest
of thenull hypothesisthatthereis no differencein the
adjustedR2 of theregionspecificversusnational
exchangerateversionsofthemodelacrossthestates
fails to rejectthenull asthep-valueof the teststatistic
is 0.33. Nor is thereanymeaningfuldifferencein the
frequencyof statisticallysignificantparameter
estimatesacrossthe two exchangerateversionsofthe
model.

Estimatingthemodelfor durablegoods
employmentonly, or non-durablegoodsemployment
only, doesnot improve theperformanceof theregional
exchangeratesversionof themodelrelativeto the
nationalexchangerateindexversion. (Recall, thatthe
exchangerateindicesareweightedby theexportsof
justdurablegoodsor non-durablegoodswhen
constructingtheirrespectiveindices.) As seenin Table
2, whennon-durablegoodsemploymentis the
dependentvariablethe adjustedR2 is higherusingthe
region-specificexchangeratein just 13 of 51 states.
Theonly meaningfulchangein thefrequencyof
statisticallysignificantparameterestimatesis thatthe
prevalenceof adverseeffectson employmentfrom a
dollar appreciationdeclinesfrom35 of 51 to 28 of 51
caseswhenthe region-specificexchangeratesareused.

A similardropin thefrequencyof adverse
employmenteffectsfrom a risingdollar whenregion-
specific exchangeratesareusedis foundfor thedurable
goodsemploymentestimates.Thenumberof states
with negativeexchangeratecoefficientsdeclinesfrom
19 usingnationalexchangeratemeasuresto only 8
usingregionalexchangeratemeasures.Nor is there
anygainin theoverall fit of themodelwhenregional
exchangeratesareutilized. TheadjustedR2 is higher
usingtheregion-specificexchangeratein 24 of 51
states.

(2) U = {~(1/T)*~T
1

(y~— ya)
2

]
1

/
2 } /

{~(1/T)*~T~=~(Yi)2]~2
+ [(1/T)*~Tt=i(Y~)2]1/2)

Y~is theforecastedvalueatperiodtandYa~isthe
actualvalueatperiodt. Notethatthenumeratorof U is
simplytheroot meansquarederrorof theforecast.
Theil (1961)showsthatUis boundedby0 and 1 with a
0 indicatingaperfectfit betweentheforecastedand
actualvalues.

Theforecastcomparisonsaresummarizedin
Table 3 which showsthevalueofU for eachpossible
nationalexchangerateversusregion-specificexchange
ratepairing. Thereis no evidencethat theuseof
region-specificexchangeratevariablesimprovesthe
model’semploymentforecastingability. Whenall
manufacturingemploymentis thedependentvariable,
U is lowerfor theregion-specificexchangerateversion
of themodelin26 of 51 states.Whenthe dependent
variableis eitherdurablegoodsemploymentonly or
non-durablegoodsonly, thecasefor region-specific
exchangeratesis evenweaker.U is lower using
regionalexchangeratesin 20 of 51 statesfor durable
goodsemployment,butin only 11 of 51 casesfornon-
durablegoodsemployment.

V CONCLUSION

Thisstudyupdatesliterature from thelatter
1980’s on theimpactof exchangeratemovementsupon
U.S.manufacturingemployment.It fmds thatoncethe
dataset is extendedto includedatabeyondthepeak
valueof thedollar in themiddle 1980’s,theprevalence
of adverseeffectsfromanappreciatingdollar declines.
BransonandLove’s dataendedin thefirst quarterof
1985,andtheyfounda negativeeffectonstatelevel
manufacturingemploymentfrom anappreciatingdollar
in 36 of 51 states/D.C.This studyextendsthesample
throughthe fourthquarterof 1998 andfmds adverse
exchangerateeffectsfor 27 of 51 states/D.C.

Do Region-SpecificFX RatesImproveEmployment
Forecasts?

Forecastsfor eachof the 306 estimating
equationswerecreatedby first estimatingthemodel
overthe 1974:1to 1994:4periodandthenusingthe
resultantparameterestimatesto forecastmanufacturing
employmentoverthe 1995:1to 1998:4quarters.The
forecastperformanceof theregion-specificexchange
ratesversusnationalexchangerateversionsof the
modelarecomparedusingTheil’s Inequality
Coefficient,U, which is computedasshownin equation
(2).

Theprevalenceof adverseexchangerate
effectsweakensfurtherif onefocusesupondurable
goodsmanufacturingemploymentratherthantotal
manufacturingemployment.Whena nationalexchange
ratemeasureis used,adverseemploymenteffectsare
foundin only 19 states.Whenregion-specific
exchangeratemeasuresareused,adverseeffects
declinefurtherto just 8 of 51 states/D.C. While a
strongappreciationof thedollar wouldhavenegative
effectsuponmanufacturingemploymentin a numberof
states,theextentof theemploymentdeclineis likely to
belesswidespreadthan suggestedby earlieranalyses.
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The secondprimaryobjectiveof thisstudy
wasto testif theutilizationof region-specificexchange
ratevariables,ratherthananationalexchangerate
index, improvedthe fit or forecastingability of the
model. Verylittle evidencewas foundto support
claims of superiormodelperformancewhenregion-
specificexchangeratemeasureswereused. Forecasts
of statelevelmanufacturingemployment-whether
total, durablegoodsonly, ornon-durablegoodsonly-
simplywerenot meaningfullyimprovedbyusing
region-specificexchangerates.Theseresultscontrast
with thefmdingsof CronovichandGazel(1998),but
thisstudydifferedfromtheirsinatleasttwo important
respects.First,their timeperiodwasmuchshorter
coveringjust 1987-91. Also, their dependentvariable
wasstatemanufacturingexports,notemployment.
With exportsasthedependentvariableit is more likely
onewould findanimpactfromexchangerate
movements.

In sum,while regionalexchangeratesmay
differ in their movementsfromoneanotherandfrom a
nationalindex,thispaper’sfmdings questionwhether
thesedifferencesarelargeenoughtomeaningfully
improvetheaccuracyof mostmodelsof regional
economicactivity.
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Table 1-- ComparisonofModelEstimatesWith Branson& Love’sResults
EstimatesFor All ManufacturingEmployment

UsingNationalExchangeRateIndexForLREX

Variable B&L This Study Variable B&L This Study

Trend E LERGY
#insignif. 10 0 # insignif. 27 37
#-&signif. 11 27 #-&signif. 7 0
#+&signi 30 24 #+&signif. 17 14

> LURT LREX
# insignif. 3 6 # insignif. 14 12
#-&signif. 48 45 #-&signif. 36 27
#+&signi 0 0 #+&signif. 1 12

SpatialPatternofTrendTermSigns
- meansnegativesignificanceat 10%level, + meanspositivesignificanceat 10%level, blankmeansnot
significantat 10%level

Region/State
NewEngland
CT
ME
MA
NH
RI
VT
Mid East
DE
DC
MD
NJ
NY
PA
GreatLakes
IL
IN
MI
OH
WI
Plains
IA
KS
MN
MO
NE
ND
SD

+

+ +

+

+ +
+ +

+

+ +
+ +
+ +

Region/State
Southeast
AL
AR
FL
GA
KY
LA
MS
NC
SC
TN
VA
WV
Southwest
AZ
NM
OK
TX
Mountain
CO
ID
MT
UT
WY
Far West
AK
CA
HA
NV
OR
WA

+ +
+

+ +
+ +

+ +

+ +

+ +
- +

+
+

+ +

+ +
+ +

Frequencyof StatisticallySignificantParameterEstimates

~J;:~ This Study

+

+

P~L This Study

+ +
+ +

+
+ +

+ +
- +

+ +

+

+
+
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Table2-- ComparisonOfModelEstimatesUsingNationalVersusRegionalExchangeRates

Variable

All Manufacturing
Employment
Nat’l Reg’l
FX FX

Non-DurableGoods DurableGoods
Employment Employment
Nat’l Reg’l Nat’l Reg’l
FX FX FX FX

~LURT
# insignif. 6 1
# - & signif. 45 50
#+&signif. 0 0

~LERGY
# insignif. 37 31
#-&signif. 0 0
# + & signif. 14 20

~LREX
#insignif. 12 15
#-&signif. 27 27
#+&signif. 12 9

#of statesfor which
adj.R2 usingReg’l
FX ratesis> than
adj.R2whenusing
Nat’l FX rates 29

Note:Significanceis takento bepvalue<= 0.10

23 28
26 22
2 1

37 42
0 1
14 8

7 16
35 28
9 7

1 4
50 47
0 0

29 28
2 2
20 21

26 24
19 8
6 19

13 24
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Table3-- ComparisonOfForecastPerformanceUsing NationalVersusRegionalExchangeRates
ForecastPerformanceMeasuredUsingTheil’s InequalityCoefficientU

ReportedValueis U

State
AL
AK
AZ
AR
CA
CO
CT
DE
DC
FL
GA
HA
ID
IL
IN
IA
KS
KY
LA
ME
MD
MA
MI
MN
MS
MO
MT
NE
NV
NH
NJ
NM
NY
NC
ND
OH
OK
OR

All Manufacturing
Employment
Nat’l Reg’l
FX FX
.009 .010
.085 .003
.003 .012
.005 .010
.006 .003
.005 .003
.006 .004
.030 .005
.005 .005
.003 .010
.004 .010
.031 .003
.003 .003
.002 .003
.003 .003
.002 .002
.004 .002
.003 .011
.002 .010
.008 .004
.005 .005
.007 .004
.006 .003
.003 .002
.017 .011
.004 .002
.021 .003
.001 .002
.008 .003
.011 .004
.003 .005
.016 .012
.004 .005
.009 .110
.007 .002
.002 .003
.004 .012
.007 .003

Non-DurableGoods
Employment
Nat’l Reg’l
FX FX
.019 .021
.657 .301
.022 .024
.012 .013
.008 .007
.022 .022
.003 .005
.024 .026
.126 .145
.023 .023
.008 .008
.037 .042
.041 .042
.003 .003
.010 .010
.010 .012
.002 .002
.009 .011
.003 .005
.011 .007
.004 .003
.009 .007
.006 .006
.007 .006
.031 .033
.009 .009
.040 .044
.011 .010
.009 .010
.026 .025
.012 .012
.017 .022
.006 .006
.014 .015
.022 .021
.001 .002
.011 .010
.012 .012

DurableGoods
Employment
Nat’l Reg’l
FX FX
.007 .008
.337 .288
.006 .006
.005 .006
.014 .014
.010 .010
.014 .015
.068 .067
.471 .642
.004 .003
.005 .006
.171 .173
.028 .022
.007 .006
.004 .004
.013 .009
.013 .012
.006 .004
.009 .007
.022 .021
.005 .004
.021 .020
.009 .009
.002 .003
.018 .018
.004 .005
.031 .031
.002 .002
.015 .013
.014 .012
.010 .010
.030 .032
.005 .005
.007 .007
.026 .028
.004 .004
.008 .006
.013 .013
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Table3 Continued

All Manufacturing Non-DurableGoods DurableGoods
Employment Employment Employment
Nat’l Reg’l Nat’l Reg’l Nat’l Reg’l

State FX FX FX FX FX FX
PA .004 .005 .003 .004 .008 .006
RI .013 .004 .010 .011 .004 .005
SC .009 .011 .016 .017 .008 .008
SD .008 .002 .012 .012 .010 .009
TN .010 .011 .018 .020 .009 .010
TX .002 .012 .003 .003 .005 .009
UT .004 .003 .007 .012 .007 .007
VT .009 .004 .030 .030 .044 .027
VI .007 .011 .011 .010 .009 .005
WA .016 .003 .015 .016 .018 .021
WV .008 .011 .007 .007 .011 .009
WI .003 .003 .006 .006 .003 .003
WY .024 .003 .076 .099 .024 .026
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Are RisingFarm PricesUseful Inflation Indicators: the 1970sand 1980sand 1990s?

1

DavidTorgerson,EconomicResearchService,USDA

Overall Inflation and Farm Commodity Price Variations

Thefocusof this analysisis therole that farmcommodityprices(wholesalepricesfor rawfarmcommodities

suchasgrains,fruits, vegetables,tobaccoandotherraw materialsgrownon farm) havehad in indicating

futureinflation. Hamilton(2000)andHooker(1999)showedthat theoil priceGDPgrowth link was

dramaticallyalteredin 1983. Following HamiltonandHooker,I askif theinflation-farmpricelink changed

in the 1980sand1990scomparedwith the 1970s. Farmcommodityinflation mayreflectotherforcesthat

havea role in determininginflation. Farmingaccountsfor about2 percentof U.S. GDP. Indeedtheentire

food andfiber system,from farmto final consumer,is less than20percentof GDP. So, thechannelsfor

substantialtransmissionof rawfarmpriceincreasesto overallinflation arelimited.

Nevertheless,farmpriceinflation hassometimesbeenanearlyindicatorof a build up of inflationary

pressures.Therecordhigh farmpricesin 1946presageda significantratchetingup of inflation in the late

1940s. Indeed,commoditypriceinflation hasbeenausefulpredictorof overall inflation throughoutmuchof

U.S.history. As agriculture,oil extractionandotherrawmaterialmining havedeclinedrelativetotheoverall

economythelink betweencommodityandoverall inflation hasapparentlyweakened.Yet largeincreasesin

commoditypricesmay indeedcontinuetoinfluenceoverall inflation. Thechangingroleof crudeoil pricesin

determiningU.S.economicgrowth hasbeenwell documentedby Hamilton (2000). As recentlyastheearly

1980soil pricesplayeda significantrole in U. S. economicgrowth (Hooker(1999)). By someaccountshigh

andrising realoil pricesaccountedfor up to45 percentof theGDPdeclinefromtheback-to-backrecessions

of theearly1980s. A BrookingsInstitutionstudydoneby BosworthandLawrence(1982)(henceforth

Bosworth)demonstratedthatindustrial andfarmcommoditypriceinflation playedakeyrole in theinflation

of the 1980s.

The authoris anagriculturaleconomistwith theEconomicResearchService.
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Risingprimaryfarmcommoditypricesmay still beanindicatorof futurerun-upsin industrialcommodity

prices. Forexample,if thedollaris greatlyundervalued,U.S. farmpricesmaybelow relativeto other

producersandpotentialexporters’prices. This situationwouldinducearise in thedemandfor U.S.farm

commoditiesthatwould drive up domesticfarmprices. Otherrawmaterialspricescouldbesimilarly lifted

by a weakdollartherebyboostingconsumerprices. Besidesthedirectpressurehigherfarmpriceshaveon

domesticinflation throughhigherpricedfood andfiberproducts,theimpactof higher industrialrawmaterial

pricesonotherfinal productswould show up later,furtherboostingoverall inflation.

The forcesconnectingcrudefarmpricesandinflation mayhaveweakenedovertime,asfarminghasbecome

asmallerpartof theeconomy.First, thedomesticfood andfiber systemtakesasmallerportionof the

consumerfood dollar, makingthepotential for a directimpact of rawfarmpricesoninflation smallerthanin

the 1970s. Secondly,with thewidespreadderegulationin farming andtransportationandliberalizationof

world tradetheability to passthroughcrudegoodpriceincreaseshasdiminishedovertime.

Thiswork seeksto testif the1970slinks betweencrudefarmpricesandoverall inflation, andfarmprice

inflation andoverall inflation wereusefulin forecastingaggregateinflation. (Themeasureof farm

commoditypriceswas thecrudefarmProducerPriceindex--reflectingthewholesalepriceof farm-produced

cropsandlivestock.) Further,do theselinks improveinflationforecastsin the 1980sand1990s? I replicate

BosworthusingthefarmpricePPI insteadof the overallinternationalcommodityindexusedby Brookings.I

thencomparetheaboveforecastingresultsto resultsobtainedusingonly themacroeconomicvariablesused

by Bosworth.This processgeneratesthesix modelsbelowsummarizedin equations(1) to (6), with

alternativeequations(1) and (2) estimatedfrom 1948to 1969,(3) and(4) estimatedover1958 to 1979,and

(5) and(6) estimatedoverthe 1968to 1989period.

172



Brookings’Model

The Bosworthmodel hadthequarterlyGDPdeflatorequation(P) dependenton:

(1) inflation fromthe previousquarter,P(-1),

(2) contemporaneousAggregateDemandpressuremeasuredasthepriorquarter’sGDPdividedby trend

GDP from theprior quarter,

(3) thechangein AggregateDemandpressurefrom thepriorquarter’saggregatedemandpressureand

(4) a contemporaneoustwo-yearweightedaverageof thechangeof theUnitedNationsworldrawmaterial

priceindex,

(5) the UnitedNationsrawmaterialpriceindex oneperiodprior.

Theuseof a laggeddependentvariablesuchas P(-1) may invalidatein-sampleteststatistics,sothose

significance tests reported in Bosworth are biased. Yet, theuseof a laggeddependentvariablewill often

improveforecastsof thedependentvariableandis standardpracticeinbuilding macroeconomicmodels. A

macroeconomicvariablein thecurrentquartertendsto be relatedto thatvariablein theprecedingquarter.

Major forcestaketimeto work themselvesthroughtheeconomy. While both industrialandfarmcommodity

priceshavea tendencyto bouncearoundfrom quarterto quarter,overall inflation in one-quarterwill typically

help predictinflation in thenextquarter.A commoditypriceis like a speedboatthat is highly maneuverable,

while aggregateinflation is like anoceanlinerchangingdirectionandspeedrelativelyslowly.

Theratio of GDPrelativeto trendGDPmeasuresthetighteningof labor andinputmarkets. Businessesraise

outputtherebybiddingup wages.Sincewagesarethelargestcost,businessespasson thehigher wagecosts

in higherprices. Similarly, bottlenecksinothermajor inputcostssuchasrentandintermediatematerials

pushup overallpricesastheeconomymovesat or abovefull capacity. Thecurrenteconomicsituationshows

only a slight increasein inflation despitea highGDPto trendGDP ratio only becauseof extraordinary

increasesin productivity growth. Othermoresophisticatedmeasuresof demandpressure,suchasimplied

demandfor capital in a manufacturingsectorcomparedto capitalstockin thatsector,areusuallynotavailable

until yearsaftera forecasthasto bemade.
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Again, alargechangein aggregatedemandquartertoquartermaysteerthemacroeconomicshiptoward

higherinflation if demandpressureis up sharplyfrom thepriorquarter. The adjustmentcostsaccruedin

movingto ahigherlevel of outputthantheprior quarterwill typically bepassedon in higher inflation. On

theotherhand,theeconomymayslow if hit with toolargeanupwardmovementin aggregatedemandfrom

onequarterto the nextputtingdownwardpressureon inflation. Lookingat theresultsfor thecountries

analyzedin Bosworth,thepicturefor OECDis mixedwith theUnitedStatesandmostof thedeveloped

economiesseemingto havea positivesign for a one-quarterchangein aggregatedemandpressure.France

andJapan,unlike theotherdevelopedeconomies,havenegativesignson aone-quarterchangeinaggregate

demand.

Thecommoditypriceinflation (andchangein commoditypriceinflation) representsat leastanearlywarning

of higherinputpricesor increasedeconomictightnessnot yetreflectedin aggregatedemand.Generally,the

impactonoverall inflation of commoditypricescomparedto aggregatedemandvariablesshouldbesmall.

TheBrookingsstorysaysinflation hasa life of its own, with aggregatedemandpressureanimportant

variable,with sharpchangesin aggregatedemandpressureboostingor slowinginflation andcommodity

priceinflation andchangingcommoditypriceinflationmodestlyboostingoverall inflation. Bosworth(1982)

alsodemonstratesin severalwaysthatcommoditypricing andinflation werelinked atleast in the 1970s.

The BaseReplication Estimated over 1948 to 1969,1970sForecastComparison

I replicatedtheBrookingsapproachby usingtheMacroeconomicvariablesusedin BosworthandthePPI

farmpriceindex.I developeda modelthatmet thefollowingcriteriaestimatedover19491 to 19691V (the

firstquarterof 1949to thefourthquarterof 1969):
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SelecttheequationthatminimizestheAkaikeInformationCriteria(AIC)2subjectto:

a. No theoreticallyinappropriatesignsallowed

b. Everyequationhasa constanttermno matterwhatitsT-statistic is

c.P(-1) is forcedto entereveryequation;and

d. EachestimatedT-statisticmusthaveanestimatedprobabilityof a falsepositivebelow20 percent.

The lowestAIC (asmeasuredby EViews)equationfitting thefour criteria wasthenselectedby iteratingover6

quarters. I referto thisestimatedequationasMACROAG4869reflectingthe inclusionof datafor the 1948 to

1969 includingthemacrovariablesof theBrookingsstudy(Pupto 6 lags,(GDP/trendGDP) up to 6 lagsandthe

changein (GDP/trendGDP)up to 6 lags). Insteadoftheaggregatecommodityindexandits inflation, farmPPI

andfarmPPIinflation were usedsincethefocusis specificallyon thefarm priceandoverall inflation link.

(TheUN commodityindexalsohasoil andothermineralpricesaswell as otherrawmaterials.)

Criteriaa,b, andc.havebeenshownto improveout-of-sampleforecastsin variousMonteCarlostudies. I was

forced to employ restrictedlag lengthdueto degreeof freedomproblemsthatwould ariseif longerlags were

allowed. Further,otherstudiessuggestmostsupplyanddemandshockstakeatmost6 quartersto work through

theeconomy(Abel andBernanke(1999)).

MACROAG4869,the lowestAIC equationforGDPdeflatorinflation giventhedataandvariablesaboveand

maximumlag lengthof 6, was:

2 The AIC used here is as reported by the EViews computer package. The EViews measure of the AIC is the

negativenaturallog of theAIC shownin mosttextbookssuchasDiebold(1998).EViewsis alicensedeconometric
packageavailablefrom QuantitativeMicro Systems.
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(1) P= .3504* P(—1)+ .0653* AD(—1)+ .0003* PPJFARM+ .5733

wherePis thequarterlyGDPdeflator,AD(-1) is theratio of GDP in thepriorquarterto trendGDPin theprior

quarter,andPPIFARM is thecurrentquarterproducerpricereceivedby farmers. AlthoughPPIFARMINF, the

inflation in thePP1FALRMpriceindex and6 lagsweretestednonehadalower Alt, fitting thefoursidecriteria,

thantheselectedequation(1).

Themodelwasthenusedto forecastthe1970s. While themodelis notre-estimated,historyis updatedto avoid

cumulativeerrors.Thisprocedurereflectsthe informationsetavailableto ananalystat theendof quarterbeing

forecasted.(This is amorestringentthantheBosworthwhich includedcontemporaryexogenousvariableswhich

aretypically unavailableuntil thenextquarter.)

Stock,bond,andcommoditymarketsindicatethe actualGDPinflation estimatereleaseis a variablethatmoves

markets.Sothisequationis of somesignificanceto appliedforecastersnotjustgiving insightinto happeningsof

the 1970s.

Now thesameprocesswasdoneexcludingthePPIFARM andinflation in PPIFARM otherwiseincludingthe

samepotentialvariablesasin (1)

(2) P= ~4744* P(—1)÷.0466* AD(—1)+ .1002* CHAD(—1) + .4820

wherevariablesareasdefinedabovewith CHAD(-1), thedifferencebetween

AD(-1) andAD(-2). Wereferto this model asMACR04869,the lowestAIC of all the modelsincludingup to 6

lagsof P, AD, andCHAD.

As is shownin table 1, theMACROAG4869simulatedfor the 1970sout-performedMACR04869with anoutof

sampleerroroverthe 1970speriod that wasone-thirdsmaller. However,for theothertwo forecastperiods
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MACR04869wasthesuperiormodel with root meansquarederrorslessthanhalfandless than10 percentthe

sizeof theMACROAG4869simulationsfor the l980sand1990srespectively.

Re-estimatedModels Estimated over 1958to 1979,1980sForecastComparison

As is standardpractice,macroeconomicmodelsarere-estimatedincorporatingten newyearsanddiscardingthe

tenoldestyearsin thesample.Somodelsareestimatedfor the19581 to 19791V usingthesameschemaas

above. MACAG5879 isthe lowestAIC model subjectto theothercriteriausingthesamevariablesasabove

estimatedoverthe 19581to 19791Vperiod. Theresultingmodel is:

(3)P= .6755* P(—1) + .0528* AD(—1)+ .0001* PPIFARM + .0168* PPIFARMINF+ .2523

wherePPIFARMINFis farmcommodityinflation asmeasuredby percentchangein PPIFARM andother

variablesaredefinedasabove. Notethatboththe level of thefarmpriceindexandthe inflation in thefarmprice

enterin comparisonto thelevel of farmpricesonly in equation(1).

ThecompetingmodelestimatedoverthesametimeframedenotedMAC5879 is

(4) P= .8868 * P(—1)+ .0482* AD(—2)+ .0515* CHAD(—l)+ .0663

wherevariablesare definedabovewith AD(-2) asAD two quarterslagged.

The forecastcompetitionfor the 1970sand1980sis wonby MAC5879,asits rootmeansquarederror is lessthana

quarterof that for MACAG5879 (table1). Indeed,MAC5879 is superiorin forecastingto eitherof themodels

estimatedoverthe 1948to 1968.
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Re-estimatedModels over 1968to 1989,1990sForecastComparison

Again selectingthebestmodel with thedatafrom 1968 to 1989 includingall variablesresultsin

(5) P= .8103* P(—1)+.0219 * AD(—2)+ .0133*PPIFARMINF+.0236* PPIFARMINF(—4)+ .0122.

We denotethismodelMACAG6889

ThecorrespondingmodelMAC6889 is:

(6) P= .8242*P(_1)+ .0424*AD(_2)+ .1358.

MACROAG6889out-forecastedMACR06889for the 1990swith a 15 percentlowerRootmeansquarederror.

Bestmodelsfor the 1970s,1980sand 1990sandInterpretation

Table 1 allowscomparisonacrossmodelsandtimeperiods. Thebestmodelin forecastingoutof samplefor the

1970swas MACROAG4869,reflectingtheimportanceof farm commoditypricesin forecastingtheinflation of

the 1970s. For the 1980sMACR05879producedthebestforecastslargely asexpected.

Surprisingly,thebestforecastingmodel for the 1990swasMACR04869. Adding thenoiseof thedataof the

1970sand1980sapparentlymadethemodel deterioratesignificantly. It could well betheextremeturbulenceof

oil andcommoditypricesin the 1970sandtheovervalueddollarandtightmonetarypolicy with loosefiscal policy

andworlddebtcrisisof the1980sinducedabnormalrelationsbetweencommoditypricesand inflation thatwas

bestto ignore. Theroot meansquarederrorof MACR04869wasamere43 percentof thenextbestalternative

MACR05879. So while thereis out-of-samplegainin droppingthedatafrom the1980sthereis moreto be

gainedfromdroppingthe1970saswell.
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Thesequalitativeresultsareunchangedif onere-estimatesthesemodelsaddingtenyearsand twenty years

respectivelysotheestimationperiodsare 1948 to 1969,1948 to 1979and 1948to 1989insteadof following the

usualconventionof droppingtheoldesttenyearswhentennewyearsareavailable.Resultsareavailablefrom the

authoruponrequest.

Usingfarmpricesprovidedsuperiorforecastingfor the 1970s,indicatingthat thesharprun up in inflation stating

in the late 1940sthatstartedwith farmcommoditiesgavea foretasteof the 1970s. So, indeedincludinga farm

priceindexallowedsuperiorinflation forecasting.Forotherperiods,the 1980sand1990s,usingfarmcommodity

pricesin aninflation forecastingequationmadefor inferior forecastingperformance.This is broadlyconsistent

with Hamilton’s andHooker’sfindingsthat the influenceof oil pricesonproductivity growthhasbecomefar less

importantthanit was in the 1970to 1982period.

Theresultsaresimilar to thosediscussingstockmarketreturnswhereoversomeperiodsof timevariousstrategies

andtypesof fundsoutperformthemarketfor a periodof timeonlyto be laterbeatenby the market. Forecasting

inflation for longerperiodsof timeshowsthesameproblemsasstockmarketforecasting.Theuseof farmprices

helps forecastinginflation for the1970sand1990sif standardproceduresareused. If oneusesreasonable

historicaljudgmentandthrowsout morerecentbutlessrelevantdata,theusualmacroeconomicvariablesprovide

asuperiorbasefor forecastingin the 1980sand1990s.

Unfortunately,this provideslittle guidanceon thebestmodelfor the2000s. Chechettiet al (2000)alsoshows

how difficult it is to forecastinflation a yearahead.This is broadlyconsistentwith theresultshere.Thebottom

line is theforecasterhasto go beyondthepastandextractthemostrelevantfeaturesof thepastto forecastthe

future. Themostdifficult partof forecastingis fitting thestreamof datathat is evolving into thebestframework.

Somearebetterstockpickersfor a periodof timeandsomearebetterinflation forecastersbutit is hardto

maintainconsistentsuperiorityin either.
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Tahiel O(J~OFSAIv?LEFOIRECASI1NGPERFORMANCECOIvPARSON

R~E197(~~v~E1%Os R~E19~s
MACF04869 0.011275 0.009206 0.0~1
MACRZtAG4B69 ~007139 0.023872 a034856
M4CR~879 0.003681 0.005318
MACRYG5879 0.015248 0.023573

MbCRO6O89 0.007507
MaaOA~~a89 0.006381

RMSEl9aasis rootmeansquarederrorconpitedfrom thefirst quarterto lastquarterofthel9aas,aa=70,80,90
MACl~ijjandMAC~A~ijjestimatedc~rthefirst quarterof 1911 tothelastquarterof jj
BESTfomcastingestimatesforea*idecadein bdd

AppendixData Sourcesand Definitions

GDPis therealgrossdomesticproduct(abroadmeasureof thevalueof goodsandservicesproducedin the

UnitedStatesadjustedfor overallpriceinflation) baseyear 1996from theBureauof EconomicAnalysis.

TrendGDPis theHodrick-PrescottfilteredGDP,computedby theEconomicResearchService.Series

availablefromauthoronrequest.

P is theGDPpricedeflator(thebroadestmeasureof inflation in theU.S. economy)with the 1996baseyear

from theBureauofEconomicAnalysis.

PPIFARM is theproducerpriceindex farmprice1982baseyearfrom theBureauof LaborStatistics.
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PPIFARMINFis thepercentagechangeof PPIFARM from priorquarter.

DataaretheAugust2000 releasesdownloadedfromHaverAnalytics.
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AN IMPROVED PHASE PLANE MODEL OF THE BUSINESSCYCLE
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P0 Box 3639
Gaithersburg, MD 20885-3639USA

Phone: 301-762-5652 Fax: 301-762-2044
Email: 71054.1061@compuserve.com

1. What Is theBusinessCycle?

Thesystematiccollectionof econometricdatabeganin
theUSA only after World War II. There are records of
stockmarketpricesthat go backmore than 100years.
Some commodity prices can be tracedback several
centuries. But anecdotalaccountsof thebusinesscycle
canbe foundevenearlier, suchas thebiblical story of
Josephin Egypt. The factthat the level of economic
activity doesnotremainconstantor justgrowat acon-
stantrateis a longstandingobservation.

Significant fluctuations in economic activity create
problemsfor bothbusinessesandgovermnents.When
salesandtax revenuesdecline,operatingexpensesmay
fall only slightly or notat all. It maybecomenecessary
for organizationsto either borrow money or curtail
operations. Reducing expenseshas the unfortunate
effectof shrinkingeconomicactivity evenmore; it is a
positivefeedback.

The inconveniencesandhardshipscreatedby thebusi-
nesscycle havegeneratedan ongoingdebateamong
economistsandpolitical theorists. Almost every con-
ceivable action by governments,central banks, and
businesses,including doing nothing, has its partisans.
Mostof thesehavebeentried, at leastin somewatered
downway, by variousnationsat varioustimes. The net
resulthasbeenthat thebusinesscycleusuallyresponds,
butit doesnotgoaway.

One basic fact is that the exchangeeconomyis ex-
tremelydynamic. Thephysicalscienceshaveoutgrown
the conceptof a deterministic,“clockwork” universe,
due to the successof quantummechanicsearlyin the
20th century and recent discoveriesabout chaotic
dynamics(Gleick, 1987). Time seriesanalysisis often
used in economics, but the dynamics involved is
obscuredby thestatistics.The dynamicalinterpretation
of time seriesmethodsis noise-drivenlinear difference
or differential equations (Jordan, 1972; Morrison,
1991).

If you wanta simple,mechanicalanalogyfor theecon-
omy, considera systemof beltsandpulleysratherthan
clockwork. Thebeltsstretchandslip on thepulleys,so
the mechanism does not retain the rigid phase-locks of
a geartrain. Any would-beregulatorwantsto keepthe
belts adjusted to the optimum tension, but numerous

individuals and organizationsare tampering with the
mechanismandinadvertentlysabotagingtheefforts.

Any attemptsto ameliorate the business cycle should
beginwith someknowledgeof its dynamics.Economic
and political theoristshave looked for simple control
strategies,suchasmanipulatingthemoneysupply. But
even for some fairly simple mechanical systems,
optimal controlcanbe counterintuitive. Recallthat the
wayto pull a carout of a skid is to turn the wheelsin
thedirectionof theskid.

Onepracticalconsiderationis that some industriesare
more cyclical than others. The sameis true of gov-
ernmentagencies. Many agenciesare not affectedin
any way by moderateswings in the businesscycle.
Thoserunning “safety net” operationsmay seetheir
work loadsclimb whenthe businesscycle dips. The
Treasury Department, of course, is the executive
agencymostconcernedwith macroeconomicvariation.
Other agencies,such as Commerceand Labor, may
collectthe numbers,but what thosenumbersaredoes
not affect their internaloperations. The most signifi-
cantparticipantin activemacroeconomicmanagement
is theFederalReserveSystem.

2. CapturingaPictureof theBusinessCycle

The economyis a huge dynamicsystemwith an un-
knownandprobablyunknowablenumberof variables.
This is onereasonthatthe collectionof datais arecent
phenomenon,eventhoughexchangeeconomiesbegan
inprehistorictimes. Only with the inventionof money
did it becomepossibleto measureall transactionson a
commonscale. And the daily variationsof exchange
rates, publishedin most newspapers,show that this
scaleis not asstableasthe standardmeter.

There are enormousdifficulties to be surmountedin
collecting econometricdata. First of all, thereis the
difficulty of identifying somethingthat can be meas-
ured. And then thereis the effort required to do the
measuring. For variousreasons,businessesand indi-
vidualsare often reluctantto provide information. In
manycasestheworking economistshaveto besatisfied
with incompletedataandmustmakeextrapolations.A
few types of data, such as stock market indices and
commodityprices,arepreciseandeasytocollect.
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Exponentialgrowth is the dominantdynamicalcharac-
teristic of theU.S. andmany othernationaleconomies.
Someof this “growth” is dueto persistentinflation, so
the U.S. Departmentof Commerceissues inflation
adjustedaswell ascurrentdollarestimatesfor the GDP
(grossdomesticproduct). The largerquestionof how
long realexponentialgrowth cancontinuehasprecipi-
tatedheateddebatesat times.

Nobodyknowswhatnegativefeedbackor combination
of feedbackswill end economicgrowth. A combina-
tionof marketforces,technologicalimprovements,and
governmentregulationshas permittedgrowth to con-
tinue longer thansomeecologistshadexpected. But
there is always anotherfeedbackready to come into
play and the consequencesof water shortages,espe-
cially in the westernUSA andotherarid areas,arenot
yet known. Climate change, specifically global
warming, is anothertopic stimulating extensive re-
searchandgeneratingintensedebates.

Prolongedeconomicgrowthanda boomingstockmar-
ket have decreasedpopular interest in the business
cycle duringthepast few years. Someanalystsbelieve
that thebusinesscycle hasbeensmoothedout, claiming
thatthe FederalReservefmally hasmasteredthe art of
creatingmoneyatjust the right pace. To addressthis
hypothesis, however, it is necessary to have a
qualitativemodelof thebusinesscycle.

To supplementthe quarterlyreleasesof GDPnumbers,
the U.S. Departmentof Commerceintroducedthree
compositeindices of leading,coincident, and lagging
indicators. The coincidentindex is a stand-infor the
GDP,but it is normalizedto average100 overaprede-
terminedperiodratherthanbeingsetto matchthe GDP.
The other two indices are treated in the same way
(Handbook,1984). Takentogether,theseindices form
amuchsimplified, three-dimensionalmodelof theU.S.
economy.

Eachindexhasbeenconstructedfrom a small number
(21 currently)of carefullyselectedeconometricseries,
justafew of themanyavailable. These21(10leading,
4 roughly coincident,and7 lagging) are then reduced
to just threenumbers. The threeindiceshavecloseto
optimal reliability and signal-to-noiseratios. Decades
of effort have been expendedon constructing and
maintaining these indices. Constructinga graphical
phaseplaneplot of the cycle is avalue addedproduct
thatmakestheindiceseasierto interpret.

Plotting the threeindicesas flmctionsof time provides
ausefultool for determiningthe stateof the economy.
But such representationis not optimal, either for de-
tailed analysis or visual perception. A three-dimen-
sionaltrajectory in 3-space,whichcouldbe createdby
computerplots of a stereoview, wouldyield asoaring,
yetraggedhelix.

Usinglogarithmsof the dataconvertthehelix to oneof
fairly evenpitch (like the threadson a bolt). Datase-
ries exhibiting exponentialgrowth, whether real, in-
flation created,or both, arebestanalyzedaslogarithms.
This converts the soaring arc of the exponential
functioninto a straightline.

Trendremoval collapsesthe helix into a hoop. The
hoopis still three-dimensional,but it canthen be pro-
jectedonto an optimally orientedplane(or othersur-
face),producingan easyto understandplot of thebusi-
nesscycle. Using logarithmsof thedataanddoing the
trendremovalalso yield resultsthatcanbe analyzedby
time seriesmethods. The fmal two-dimensionalphase
planeplotproducesa visualproductthatcan be readily
comprehendedby userswithout extensive training in
eithereconomicsor mathematics.

3. SpecializedToolsand Techniques

The trendmodelusedin developingthis businesscycle
modelis the low-passrampfilter (MorrisonandMorri-
son, 1997). This is a weightedmean, similar to the
moving average,but it hasbeendesignedso that the
endpointratherthanthemiddle pointis thepropertime
referencefor thefiltereddata.

The rampfilter is essentialfor analyzingand forecast-
ing themostrecentdata. Trial anderrorhasshownthat
a 60-point ramp filter is suitable for analyzing and
forecastingthe three indices and this spans5 years.
Two andahalfyearsis way beyondthe possiblerange
of preciseforecastingfor thesedata, so a moving aver-
age is not usable. This is true of other econometric
data,so therampfilter is recommendedfor anyandall
suchseriesor theirlogarithms,whereappropriate.

Sixty points is notan optimalnumberfor all series,but
the correlationdistanceof detrendeddata will always
be muchshorterthanthe ramp filter length. The cor-
relation distance(or time, in the caseof econometric
data)is that for which the ACF (autocorrelationfunc-
tion) dropsto lIe (0.367879...);it is a goodmeasureof
the rangeof forecastprecision. Forecastreliability is
anotherquestion,however.

k low-passfilter doesnotamplify noise,which differ-
encing, especiallyhigher-orderdifferencing, will do.
And unlike the caseof polynomial regressions,other
than a straight line, the extrapolationof the trend is
plausible. Low-passfilters are alsobettertrendmodels
than regressionsbecausethe additionof new datadoes
not alter the trendmodel for the earlierdata. Devia-
tionsfromthetrend(andtheerrorestimates)arereadily
transformedinto a forecastfor the initial series (and
correspondingerrorestimates).

The earlierversionsof this modelusedonly theleading
and coincidentindices (Morrison andMorrison, 1997,
1998, 2000). With only two variables,constructinga
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[cosy 0 -sinyl

G 0 1 0 f (4.3)

0 cosyj

Of course,G is a very basicrotation matrix. The angle
y is restrictedto the range from 0 to 90 degreesand
evaluatedby minimizing the sumof the squaresof z2.
As a practical matterthis was doneby trial anderror
ratherthannonlinearregression.It was lesstime con-
sinningto makeanumberof runsof the transformation
equationsthanto codetheregressionequations.A loop
to computethe run of z2 was addedto the code and
displayedonthescreen. Thevaluedeterminedwas

y 53.2’~

(1)

Notethat thiswill weight the laggingindicator slightly
more thanthe leadingindicator; the anglewould have

(2) to be 45°for equalweights.

phaseplaneplot is easyand without any ambiguities.
However, there is some neglectedinfonnation in the
lagging index and the challengeis to accessit while
retainingthesimplicity of aphaseplaneplot.

Severalapproacheswere considered,but a simplepro-
jectiononto a planewas chosenbecauseof simplicity
andcomputationalstability. But first it is necessaryto
constructthe detrendeddata points. The threeindices
usedare: x = index of leadingindicators,y = index of
coincidentindicators,z = index of lagging indicators.
Theseare detrendedand convertedto percentagede-
viationsfrom thetrendby theformula

x1 = 100.0(x - exp<lnx>) /exp<lnx>

The averagingoperator <...> represents the 60-point
rampfiltering of thedata.

Linearf~1tenn~ix thesameasa~ei~ntestaNeta~,e.~r
atimeseriesvariablefit) it is givenby

<f( t,)> = w1f( t,) + w2f(t1.~) +
+ w,, f( t

1
.~)

Forthe60-pointrampfilter, 11=60and

w1 = 119/1830= 0.0650273...

w, ~°w1-(3i-3)Il830,i=2,3,...,6O

Note that the filter coefficients decreaseby a constant
amount and eventuallybecome negative, hence the
name“tampft\.tet.” Seet,Aotrixcm~kc~uixon (t99T~,
forthegeneralformulaandasketchofthe derivation.

Applying equations(1) and(2) to the indicesx, y, andz
yields the percentdeviationsof the indices fl~mthe
trend,denotedasx1,y~andz1. These points form a sort
of donut(toroidal) shapedistributionin 3-space.When
lines connecting subsequentpoints are drawn, the
gradual, irregular progressionof the business cycle
becomesobvious. However,thereis nothinglike angu-
Jarmomentumor even energyin the dynamicsof the
business cycle, so it may oscillatein onesmall region
for months or evenmore than a year.

The fmal step consistsof projecting the three-dimen-
sional businesscycle modelonto a planeor other sur-
face to get a modelwith just two parameters,a radius
andaphaseangle. To retain the integrity of the coin-
cidentindicator, we choseto restrictour choiceof stir-
facesto planespassingthroughthey-axis. This maybe
suboptimal, but our philosophy is to make im-
provementsin incrementalsteps.

Matrix notationprovides an easyway to expressthis
penultimatestep

(3)

To createthe fmal polarcoordinates,thenew leading-
laggingindicatorwasweightedby

x3’x2÷(Isinyl+Icosyl) (6)

Ofcourse,y~= y2; z3 = z2 was not changed because its
only role is to haveits rmsminimized. This weighting
was done to obtain values of the radial coordinate
comparablewith thoseo! theprevIoustwo-inaexmoàei
and to eliminatephaseangle shifts due solely to the
changeof scalealongthenewx2-axis.

Polar coordinatesin the x3-y3 planeare then obtained
from

2s~p~=(x3
2

+ y3j

e3 = tan~(y3/x3)
(7)

Thesecomprisethe phaseplanemodelof the business
cycle. Thisnew, improvedmodeljust replacesx1 and
yI ~ettw~~thy~,= y.~ ieue~w

x3 = 0.42795x1 - 0.57205z1 (8)

y2=cx2,y2,z2~Tricx
1

y
1

zi’~T

r2 = Gr1

Some economistshavepreferredto use the index of
lagging indicators, inverted, instead of the index of
leadingindicators. Equation(8) is a weightedmeanof
theindexof leadingandthe indexof laggingindicators,
inverted, to an approximationof the first order. The
variablesare percentdeviationsfrom the trend (think
“differentials”), not the indices themselves,so the
minus sign is all that is needed.to specify“inverted,”
whatevermay be the formulausedfor it, as long as its
~ie*’ia~i’~e~ti~ie.

(4.2)
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The basic concept for the improvedmodel is that a
weightedaverageof the leading index and lagging
index, inverted, is better thaneither one alone. The
geometricconceptsin the model make it dynamically
plausible. Theexpectationis thattheimprovementwill
be noticeable, but not dramatic.

4. Mathematical Modeling of Complex,Nonlinear
Systems

Computermodeling of complex, nonlinear dynamic
systemshas beenattemptedmany times as the ma-
chines progressedfrom huge, costly mainframes to
evenbigger andmoreexpensivesupercomputers.The
personal computer now allows the average scientist,
engineer,economistor forecaster,or evena self-taught
amateur, to try his or her hand at the game. The degree
of successhasbeenunderwhelniing.

The modeling strategy that worked so well for classical
celestial mechanics, and a few otherareasin thephysi-
cal and earthsciences,will fail in many other cases.
There are few first approximations as good as Kepler’s
laws. Adding the mutual attractionsof the moon and
majorplanetsproducedatheorythatservedall practical
and theoretical needs until the space age became
mature. Now tidal effects haveto be includedfor the
mostadvancedmissionsanddataanalyses,so celestial
mechanics is beginning to look more and more like
economics.

This businesscycle modelprovidessomethingakin to
Kepler’s laws. But there are no equivalentsto conser-
vation of energy, linear momentum,or angularmo-
mentumn. There is a stochasticinertia that keepsthe
cycle from making big jumps. An equally stochastic
angularmomentummakesthephaseangle,03, go for-
wardmostof thetime,stall occasionally,andrarely go
backward. Any randomerrorsin the observationsare
swampedby biasesand strongly correlated“filtered
noise”behaviorin thedynamics.

Thereis still alot of serialcorrelationin the valuesof
z3. The strength of this signal could be reducedby
usinga curvedprojectionsurfaceratherthana plane,
but the results, say z4, the lengthof normalsto the sur-
face, would still be far from randomnoise. Any un-
provementsin the phaseplanemodel would be mar-
ginaL Models of complex,nonlinearsystemsreacha
pointof diminishingreturnsquickly. The orbits of the
majorplanetscomprisea large(60variable),nonlinear
system,but it is renderedsimpleby theweaknessof the
mutualgravitationalattractionsof theplanets.

Orbital elementshave a simple, geometricinterpreta-
tion. GDP andthe coincidentindicatorsalso display
very simple dynamics in the zero-ordermodel: expo-
nential growth. Searching for leading and lagging
indicatorsexpressesa belief in theexistenceof a host

of nonlinearfeedbacks. Finding such indicatorscon-
firms the presenceof suchfeedbacks,but the dataare
not nearly precise enough to resolvethem. The indices,
created through decades of work by many economists,
provide only ill-defmed aggregates of these many
feedbacks.

Classical modeling consists of determining interactions,
first themajor ones. Theseprovidea goodzero-order
model, like Kepler’s laws. The secondaryinteractions,
suchas theperturbationsof planetaryorbits, providea
precise,practicalmodel. Selectedminor interactions,
suchastidal effectsandthe variablerateof rotation of
the earth, are needed only for some specialized
applications.

Modeling in the age of Chaos,a NewScience,assci-
encewriter JamesGleick(1987) calledit, is well illus-
tratedby thedevelopmentof thisbusinesscycle model.
The initial data setsare ajumbleof irregularcycles,or
worse. Theories,where they do exist, seemto have
nothing to do with the data. A new approach is needed.

The first job of theanalystis to createaggregatesof the
data that display somesimple geometricpatterns,or,
failing that, are, to the greatestdegreepossible,ame-
nableto forecasting. Creationof the threeindices ac-
complishedthatstepfor theexchangeeconomyof the
USA. The indices and theGDPdatadisplaytheexpo-
nential growth and the fact that thereare significant,
though irregular, deviationsfrom thatbasic dynamical
behavior.

Thisbusinesscycle modelprovidesalook at anaggre-
gationof themoreimportantfeedbacksatwork within
theeconomy. The two-dimensionalversion(p~and03)
provides a model for visual, intuitive evaluation. The
three-dimensionalversion [ r~= (x1, Yi, z1)T] is quite
suitable for modeling as a noise-drivendifference(or
differential)equation

r1( t+~tt)= A~r1(t) + n(t)j

n(t) = “noise”
(9)

The eigenvaluesof the matrix A would comprisejust
about everything known about the dynamics of the
economy, except the average growth rate. So the
completemodelwould haveonly four parameters,a a
(standarddeviation)for each componentof n addsup
to seven,plus a few initial conditions. That is nota lot,
but it maybethebestthatcanbeachieved.

5. Is the“Improved” ModelBetter?

Not everychangeis for thebetter. Justafew yearsago
saw the introduction of NewCoke. Wecan be surethat
thecompanyformulatedthenewproductverycarefully
and testedit on a wide variety of consumers. Huge
amounts of money were spent on advertising. But
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when the product arrived in the internationalmar-
ketplace,theworld’s cola drinkerssoughtout cansand
bottlesof CokeClassicandleft thenewoffering sitting
on theshelf.

Businesscycle models are ratherarcane,specialized
productscomparedto soft drinks. Most of the basic
materialsare data collectedby governmentagencies,
with therestcoming from variousprivatesources.The
indicesused to createthis businesscycle modelwere
originally provided by the U.S. Departmentof Com-
merce,but the effort hasbeenprivatizedandthework
is beingcontinuedby The ConferenceBoard in New
York City. This model, like others, is a value-added
productattheendof alongchainof supply.

The first questionis whetherthis model is better than
theoneconstructedfrom only two indices. Theeasiest
way to approachthat questionis to look at the phase
planeplotsofbothmodelsfor comparabletime periods.
A sampleis givenby Figures1A, 1B, 2A, 2B, 3A, and
3B. The periodscoveredareroughly 1)1976-1984,2)
1983-1993, and 3)1990-date. (They do overlapin
time.) The “A” figure is the previousmodel andthe
“B” is thenewmodel.

In largemeasure,the qualitativepropertiesareretained.
However,thephaseanglesarechangedsignificantly in
some cases,which was not true when the original
modelwas recomputedfrom revisedindices(Morrison
andMorrison,1998,2000). Theplots are morenearly
circularinmostcases.And sometimestheyarerotated
counterclockwise,especiallyin the most recentcycle.
The identificationof theofficial beginningsandendsof
recessionsis not improvedverymuch.

Graphsof all the cycleswill be availablein a special
Bulletin edition of the Critical Factors newsletter.
Numerical tablesof p~,03, and otherparameterswill
alsobe available. Theseareomittedfrom this paper
dueto spacelimitations. More cyclescould be deter-
mined from the earlier period truncatedwhen The

ConferenceBoard did its first majoi revision of the
indices. Theseresultscouldbe valuablein determining
whethertherehavebeenchangesovertime in matrix A
in equation(9) (andin its eigenvalues).

Our opinion is that the improvedmodel is sufficiently
better than the original one to justify the slightly in-
creasedeffort neededto maintainit. The hypothesis
tested in the original modelwouldproduceauniformly
circular “idealized” businesscycle if the leading and
coincidentindices were both “perfect” (Morrison and
Morrison, 1997). Incorporatingthe informationin the
lagging index makes most of the plots more nearly
circular. We think thatthe significantcounterclockwise
rotation of the most recentcycle is an indication that
thiscurrentcyclehasbeenanomalous.

We hadbeencontinuing to makeforecastsof theindex
of lagging indicators,eventhoughwe didnot usethem
for anything. A better approachmightbe to forecast
the noisevector n(t) andthen use (9) to forecastthe
indicesandhencethebusinesscycleparameters,p3 and
03. (It is easyto generateforecastsof the complete
index from forecastsof percent deviationsfrom the
trend, if thatis required.)

To datewe havenot comparedeitherof thesebusiness
cycle models or forecasts of them with the large,
complicated econometric forecasting models that a
numberof sourcesproduce. We do know that this
model was much cheaper to develop and is much easier
to maintain. One of our goals is to providethe best
possiblebusinesscycle model and forecastsat a price
that small businessesand individual investorscan af-
ford. (The CIA, DoD,the U.S. TreasuryandtheFed-
eral Reservecanafford anythingthey think theyneed,
but other agencieshave limited budgetsfor reference
materialsandresearch.)A secondgoal is to providea
testof the modelingmethodologydescribedin Moth-
son(1991,Ch. 18, 19,20) andsummarizedin Section4
above.
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The BusinessCycle (1976 — 1984)
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BUSINESS CYCLE (1983- 1993)
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CaptionFigures1-3.

For the “A” figures (previous
model) thebusinesscycle model is
a phase plane plot of detrended
leading and coincident indicators,
as x- and y-coordinates respec-
tively. Normal cycles follow a
counterclockwiseroughly ELLIP-
TICAL pathwith occasionalstalls
andreversals.

For the “B” figures (new model)
thebusinesscyclemodel is a phase
planeplot of a weighted mean of
the detrendedindex of leadingand
the detrendedindex of lagging in-
dicators as x-coordinate and de-
irendedcoincident indicator as y-
coordinate. Normal cycles follow a
counterclockwiseroughly CIRCU-
LAR path with occasional stalls
andreversals.

For “A” and “B” (both models)
time is indicated along the cycle
path. Expansions occur in the first
quadrant(between0°and90°)and
contractions in the third quadrant
(between 180°and 2700). Other
angles (second and fourth quad-
rants) denote transition periods.
An “official” (NationalBureau of
EconomicResearch)beginningof a
recessionis indicated by a label
“B” and an endby “E”. Note that
the 1976-1984cyclehadan official
“doubledip” recession.

The currentcycle (1990-2000)in-
eludes a forecast. Note that the
indicators used to construct the
model are released about two
monthsafter the fact, so a forecast
is neededto providean estimateof
the currentvalue.
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FORECAST MADE ON 8130100

Figure 3A

EXPANSION

-3

RECESSION

91101

BC 00

~, FORECAST

O ACTUAL VALUE
• JANUARY VALUE

BUSINESS CYCLE (1990-2000)
FORECAST MADE ON 8/30100

95101
+3

Figure3B

EXPANSION

01101 Forecaut
90101

RECESSION

92/01

BC00 3-D

91101 FORECAST
O ACTUAL VALUE
• JANUARY VALUE

190



6. References

Gleick, J., Chaos.Making a NewScience,Viking Pen-
guin, NewYork, 1987.

HandbookofCyclical Indicators: a Supplementto the
BusinessConditionsDigest, 1984,US Dept. of Com-
merce,Bureauof EconomicAnalysis,Washington,DC.

Jordan,S.K., Self-consistentstatisticalmodelsfor the
gravity anomaly,vertical deflections, andundulations
of the geoid,J. Geophys.Res.,77, No. 20, pp. 3660-
3670, 1972.

Morrison, F., The Art ofModeling DynamicSystems:
Forecastingfor Chaos,Randomness,andDeterminism,
Wiley-Interscience,NewYork, 1991.

Morrison,F. & N.L. Morrison,A phaseplanemodel of
thebusinesscycle,The8th FederalForecastersConf -

1996 & The 7th Federal ForecastersConf - 1994:
CombinedPapers& Proceedings,US Dept.of Educa-
tion, NCES 97-341,pp. 93-112,DebraE. Gerald,edi-
tor, Washington,DC, 1997.

Morrison,F. & N.L. Morrison,A revisedphaseplane
modelof thebusinesscycle,The9th FederalForecast-
ers Conf - 1997, US Dept.of Education, NCES 98-
134,pp. 115-122,DebraE. Gerald,editor,Washington,
DC, 1998.

Morrison,N.L. & F. Morrison,An update onthe busi-
nesscycle,The 10thFederalForecastersConf - 1999,
US Dept. of Education,NCES 2000-017,pp. 45-52,
DebraE. Gerald,editor,Washington,DC, 2000.

191





FORECASTING MODELS

Chair: KarenS. Hamrick
EconomicResearchService,U.S.Departmentof Agriculture

Forecasting the Convergence of the Rural and Urban Wageand Salary Earnings Distributions,
John Angle, Economic Research Service, U.S. Department of Agriculture

The Veteran Population Forecasting Model,
Allen Berkowitz and Stephen Meskin, U.S. Department of Veteran Affairs

DynamicProgrammingof Forecasting Apparatus,
Elliot Levy, InternationalTrade Administration, U.S. Department of Commerce

193





FORECASTING THE CONVERGENCEOF THE RURAL AND URBAN WAGE
AND SALARY EARNINGSDISTRIBUTIONS
JohnAngle,EconomicResearchService,USDA

x—oxis: from $1 to S64.000
y—oxis: proportions from 0 to .35

in bins S8.000 wide
All dollar amounts in terms of 1993 dollors.

Workers Aged 25 to 65

Figure 1

Introduction
Analysis of the gap between the ruraP and urban
distributionsof annualearningsis importantbecause

1Thispaperdefines‘rural areas’asthe setof
nonmetropolitancounties.A nonmetropolitancountyis a
countynot in aMetropolitan StatisticalArea (MSA) as
definedby theOffice ofManagementand Budget(0MB).
MSA’s includecorecountiescontainingacity of 50,000or
morepeopleor havinganurbanizedareaof 50,000or more
andtotal areapopulationof at least 100,000.Additional
contiguouscountiesare includedin the MSA if they are
economicallyintegratedwith the corecountyorcounties.
Themetropolitanstatusofeverycountyin the U.S. is re-
evaluatedfollowing the DecennialCensus,with
reclassificationusuallyoccurringat mid-decade.Therehas
beenanetdeclinein countiesclassifiedasnonmetroover
the decades.However,the definition ofnonmetrohas
remainedmoreor lessconstantoverthe decadesof data
examinedin this paper.

Source: March Current Populolion Survey

the meanandmedianof the rural distributionhave
historically beenwell below the urban meanand
median,while therural proportionwith low annual
earningshashistoricallybeenhigherthantheurban.
The Bureau of Agricultural Economics, the
predecessoragencyoftheEconomicResearchService
within USDA, beganstudyingrural economicwell-
being in the 1920’s. Many rural residentsjudge the
economicwell-beingoftheircommunitiesin termsof
thestandardof urbaneconomicwell-being. It is this
perceptionthatdrovenetmigrationfromrural tourban
areasthroughoutthe 1

9
th andearly

20
th centuriesbut

the rural/urbangap in the distribution of wage and
salaryearningshas shrunk in the late

20
th century

raising the possibility at least of the eventual
convergenceof the two distributions and the
disappearanceof the gap betweenrural and urban
economic well-being. The foundation of a rural
community’seconomic well-being is the distribution
of wage andsalary earnings of its residents. The urban

~1964\964 ~1965 .. ...1965 ~~1967
~. ... 1968

~1971 ~

~~975 —~ ~ ‘9” ..~ ~i979 -~

~.i98i ...~

...~...

-~ ....‘~ ~-~!

‘..~9 ;:~..19:...

-~ 9

~ ..z1.
.~ .--~,

Relative Frequency Distributions of Annual Wage and Salary Earnings
Rural Workers (solid curve) and Urban Workers (dotted curve)
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Eighth Grade or less Some High School High School Graduate

College Graduate or more y—axis is proportion of sample
from 0 to .6 in bins $8000 wide

a—axis is 1981 annual earnings
from $1 to $64000.

Dollar amounts in terms of 1993
dollors.

Relative Frequency Distributions of Annual Wage and Salary

Earnings in 1981 by Level of Education

Figure2

Rural: solid curve

Urban: dotted curve

Workers Aged 25 to 65

distributionis arelevantstandardto evaluatetherural
distribution of wageandsalaryearnings.Comparing
the two distributionsis a morecomprehensivewayof
evaluating rural economic well-being than just
examiningparticulardescriptivestatisticsof earnings,
e.g., the mean, the median, the proportion of low
earnings,etc. A landmark of the literature in rural
sociologyonthegapbetweenruralandurbaneconomic
well being, McGranahan’s (1980) “The spatial
structure of income distribution in rural regions”,
reviews a large literature which describes the
rural/urbanincomegapprimarily in termsofjusttwo
statistics,themedianandtheGini concentrationratio,
a measureof inequality.Knowledgeof a distribution
implies all the statistics of the distribution. The
converseis not truesothereis moreinformationin the
distributionthaninanysetofstatisticsthatdescribeit.

Figure 1 graphs both the rural and urban
distributionsof annualearningsin eachyearfrom 1963
through1995inclusive.You canseeinFigure 1 thatin
the mid-1960’sthe proportionof low annualearnings
wasmuchgreaterin rural areasthanurban.Over the
last thirty years,the distribution of annual wage and

Source: March Current PopufaUon Survey

salaryearnings2in ruralareasbecamemoresimilar to
the urban distribution. Figure 1 shows the
convergence of the rural and urban distributionsof
wage andsalary earnings from the mid- 1960’s to the
mid-l990’s. Much of the differencebetweenthetwo
distributions in the 1960’s was in the left tail, the
proportion of workers with small wage and salary
earnings.The left tail of the rural distribution was
much higher than that of the urban distribution in
1963. It is evident from looking at the graphs of the
two distributionsovertime from 1963through 1995

2
The distributionsin Figure 1 are estimatedfrom the

1964-1996MarchCurrentPopulationSurveys(CPS).The
CurrentPopulationSurvey is a householdsurveywith alarge
sampledrawnandconductedby theU.S.Bureauof theCensus.
Thesmallest sampledrawnin theseyearswasmore than40,000
households.In March,CPSinterviewerscollectdataon annual
wageandsalaryearningsin the previous calendar year. The
subsetof thepopulationthat appearsin Figure1 is anyone,age25
to 65, with at least$1 of wageandsalaryearningsin theprevious
calendaryear.Theminimumageof 25 is imposedon thesample
to givestudentsachanceto completepost-secondaryeducation.
Themaximumageof 65 is imposedbecausemanyworkers
transitionto retirementafterthatage.All dollaramountsin the
datahavebeenconvertedto 1993 dollarsusingthepricedeflators
(CPI-U)ofTableB-60 in Council ofEconomicAdvisers(1998).

Some College
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Graph of Proportion of Workers
Aged 25 to 65 with at least $1
and Salary Earnings by Level of

x—axis: 1963 through 1995
y—axis: proportion from 0 to .5

of Wage
Education

Figure 3

Source: March Current Population Survey

that the two left tails havegrownclosertogetherand
thatmuch ofthis convergenceis dueto the left tail of
theruraldistributiondescendinguntil it almosttouches
the left tail of the urban distribution. The rural
distribution appears to have converged to the urban.
This changerepresentsprogressbecausethere is a
smallerproportionof low earningsworkers in urban
thanin ruralareas.

Figure 2 showsthe 1981 rural and urban
distributions partitionedinto five partial distributions
of wage andsalary earnings conditioned on education.
Any other particular year in the data setwould yield a
similar result. The five partialdistributionsof Figure
2 whenweightedby theproportionofworkersateach
education level add to the corresponding 1981
distribution in Figure 1. Notice that the lower the level
of educationin Figure2, thehigherthe~left tail of the
distribution, i.e., the bigger the proportion of low
earningsworkers. Figure2 showsthatthe shapesof
earningsdistributionsconditionedoneducationappear
to be similar in 1981 in rural andurbanareas.Notice
that thedistributionsin Figure 1 areshapedmorelike
the distributionsof workerswith at leastahighschool

diplomain Figure2 thanthedistributionsof workers
withouta highschooldiploma.

A Conjecture
Could it bethatmuchof theconvergencebetweenthe
rural andurbandistributions in Figure 1 is due to a
declinein the proportion of workerswithout a high
schooldiploma in bothrural and urbanareasbut a
greaterdeclinein rural areas,erasingthedistinctively
higherleft tailof theruraldistributionsinFigure1 by
the 1990’s? If so, one might conjecture complete
convergenceto statistical indistinguishabilityof the
two distributions.

One of the premisesof this conjectureis
supportedby Figure 3, which showsdeclinesin the
proportionsof workerswithoutahighschooldiploma
in rural and urban areas,with a particularly steep
decline in the proportion of theseworkersin rural
areas. By the mid-l990’s, the rural proportion of
workerswith atmostanelementaryschooleducation
badplungedandalmostconvergedto the low urban
proportion.Theurbanproportionofthe leasteducated

some college
solid curve:

dotted curve:

rural

urban
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Graph of Forecasted Proportion of Workers

Aged 25 to 65 with at least $1 of Wage

and Salary Income by Level of Education

Figure4

hadfallen too, but not asfar or as fast from its low
19~3value.

The economichistory of the U.S.sincethe
1gth centuryhasbeenoneof increasingintegrationand
elimination of regional differencesand barriersto
competition.Onemight conjecturethat this process
will soonleveldifferencesbetweentheruralandurban
distributionsofannualearnings.Thispaperattemptsto
estimatethetimeto convergenceof theruralandurban
distributions of annual earningsby forecastingthe
proportionsofpeopleatfive majorlevelsof education,
the education levels in Figures 2 and 3. These
proportionscanbereadilyfàrecastedandarein Figure
4. Thecurvesto the left of thedottedvertical line in
Figure4 are identicaltothe curvesin Figure 3. These
are the observed proportions of workers at each
educationlevel from 1963 through1995.Thecurvesto
the right of the vertical dotted line in Figure 4 are
forecasts.Themethodof the forecastof proportions
atthe two higherandtwo lower levelsof educationis
to fit astraightline toa time-seriesofproportions.The
forecastistheextrapolationofthis line forwardtwenty-

solid curve: rural

dotted curve: urban

1995 1995

a—axis: 1963 through 2020
1963 through 1995 ore observations.
1996 through 2020 are forecasts.

y—oxis: proportion tram 0 to 0.5 Source: Morch Current Population Survey

five years from 1996 through 2020 using the last
observation, 1995, as the intercept. The middle
education group, high school graduates,is forecastas
1.0minusthesumoftheotherforecastedproportions.
Thenall theforecastedproportionsare adjustedupor
down to sum to 1.0 in eachyear. This adjustment
introducesa non-linearityinto the forecasts.Ther2of
eachof theeightOLSregressionsis givenin Table 1.
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The otherconditionof theconjectureis that,
at least roughly, the shape of the conditional
distribution, annualearningsconditionedon level of
education, has not changedmuch from 1963 through
1995. This assumptioncanbe examinedon a rough
basis by inspectingFigure 5 andFigure 6. Figure 5
gives the distribution of annual earnings of rural
workerswith at mostan elementaryschooleducation
andruralworkerswhoarecollegegraduatesfrom 1963
through 1995.You canseein Figure 5 that while the
shapesof the distributions of the least and most
educated groups among rural workers changed
somewhat,thebasicshapesandthebasicdifferencein
shapebetweenthe distributionsof the leastandmost
educatedpersistedfrom 1963through 1995.Thesame
canbesaidaboutthecomparableurbandistributionsin
thesame time period. See Figure 6.

Table 1. OLS regression results in forecasting
proportionsat four educationlevels,ruralandurban,
1963 to 1995

rural!
urban

educat-
ion
level

regression
coefficient

se. r
2

rural at most
element-
sly
school

-0.008740 .000365
~

.95

rural some
high
school

-.003950 .000117 .97

rural some
college

.005611 .000195 .96

rural college
graduate

.002735 .000195 .86

urban atmost
elemen-
taly
school

-.005221 .000312 .90

urban some
high
school

-.005162 .000156
~

.97

urban some
college

.005331 .000145 .98

Relative Frequency Distributions of Annual Wage and Salary Earnings for
Rural Workers with ElementarySchool Educations(solid curve)
and Rural Workers who are College Groduotes (dotted curve)

Workers Aged 25 to 65 with Rural Residence Source: March Current Populotion Suruey

a—axis: from $1 to $64.000

y—axis: proportions from 0 to .6
in bins $8.000 wide

All dollar amounts in terms of 1993 dollars.
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urban college .005276 .000185 .96

graduate

So, intuitively, the idea of explaining the
apparentconvergencebetweenthe rural andurban
distributions of annualwageandsalaryearningsby
extrapolatingatrend toward highereducationlevels
and away from lower educationlevels especiallyin
rural areasmakessense.The earningsdistribution of
the leasteducatedworkers is quite different from that
of more educated workers. Rural areas had a much
larger proportion of workers with at most an
elementaryschooleducationin 1963thanurbanareas.
By 1995 workerswith at most an elementaryschool
educationwerealmostgonefrom therural as well as
the urban labor forces.It is reasonableto conjecture
thatthis trendproducedthe convergencebetweenthe
rural andurbandistributionsandto conjecturethat the
continuance of this trend for workerswith somehigh
schooleducationbutno highschooldiplomawill lead
to nearidenticalruralandurbanearningsdistributions.
A precisemeasureofthe dissimilarityof distributions,
the “distance” betweenthem, is neededto make a
forecastof whentherural andurbandistributionswill
converge.
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An Exact Measure of Distance between
Distributions
Figure 1 doesnot provide a metric for the distance
betweentheruralandurbanunconditionaldistributions
of wage and salary earnings. One of the best
descriptorsof the differencebetween two discrete
distributions defined on the same set of relative
frequencybins,asinFigure 1, is thesymmetricentropy
distance (Kuliback, 1959:190), also called the
symmetricKullbackentropydistance,the symmetric
Kuliback-Leibler distance,or the symmetric cross-
entropy.Thepropertiesofthis measurearediscussed
in Chapter4 of Kapur and Kesavan(1992). The

measureis defined betweentwo distributions.The
symmetric entropy distancebetweenthe rural and
urbandistributions,is, taking therelativefrequencies
of the rural distribution as p~,and the relative
frequenciesof theurbandistributionas q1:

E (p, - q
1

)(ln(p,) - ln(q,))
~wj

I I

= EP~(1np,- ln(q,)) ~ E q,(ln(q,) - ln(p,))
i—i

The symmetric entropy distanceis the sum of the
asymmetric entropy distances between the two
distributions. A symmetric entropy distanceof 0.0
means that the two distributions are statistically
indistinguishable,havingthesamerelativefrequencies
in eachbin. Figure 7 showsthat from 1963 through
1979,thesymmetricentropydistancebetweentherural
and urban annual distributions of wage and salary
earningsplungedto about.05. You canseein Figure
1 that a symmetricentropydistanceof about.05 (in
1979) means that the two distributions partially
overlapin theirright tailsandcentralmassesalthough
theyare clearlydistinctin theirleft tails. Thestandard
errorsofthe relativefrequenciesarequite smallgiven
theenormoussamplesizesandconsideringthemis not
usefulin interpretingFigure7.
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Figure 7 tells a story that is only partially
apparent in Figure 1. True there is the dramatic
convergencebetweentheruralandurbandistributions
from 1963 throughabout 1979that is apparentin the
inspectionof Figure 1. But thereis also a reversalof
this trendduringthe 1980’sthat ismuchmoredifficult
to discernin Figure 1. This divergencehoweveris
transientandby 1995the two distributionsarebackto
asymmetricentropydistanceofabout.08. Maximum
divergence.during this transientepisodeoccurredin
1989. You can see in Figure 1 that the state of

0
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of Annual Wage and
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Symmetric Kuliback Entropy Distance between
Rural and Urban Conditional Distributions, Annual
Wage and Salary Earnings Conditioned on Education

x—oxis: 1963 through 1995

Figure 8

y—axis: symmetric entropy distancefrom 0 to .2 (samescaleas in Figure 7)
Source: March Current Population Survey

divergencein 1995 is not great.Thetwo distributions
were close in 1995. However, the episodes of
convergence,divergence,andre-convergencein the33
yearsfrom 1963through 1995do notlendthemselves
to a forecastof whether the two distributions will
becomeindistinguishablein terms of the symmetric
entropydistance.

The symthetricentropydistancein Figure 7,
while not a simple weightedsum of the symmetric
entropydistancesbetweenthe rural andurbanpartial
distributionsoftheconditionaldistributions,wageand
salary earningsconditioned on education,can be
greatlyaffectedby thesedistances,particularlyif the
partial distributions are at leastsomewhatsimilar to
eachother,as Figures2, 5,and6 suggest.Theweights
referredto hereare theproportionsat eacheducation
level in ruralandurbanareas.If theseremainconstant
over time, onewould expectdivergencebetweenthe
ruralandurbanpartialdistributionsataparticularlevel
of educationto increasethe distancebetweenthe
unconditionalruralandurbandistributionsin Figures
7 and 1. As Figure3 shows,theweightsarechanging.

The proportionof workers,rural and urban,with at
mostanelementaryschooleducationis declining.The
declineis at differentratesthough,fasterfor therural
populationthantheurbanpopulation.Conversely,the
proportionsof workers at higher levels of education
areincreasing.Theruralandurbanproportionsatthe
‘some college’ level are increasing apace. At the
highest level, ‘at least college graduate’, both
proportionsareincreasingbuttheurbanproportionis
increasingfasterthantheruralproportion.

Figure 8 showsthat the symmetricentropy
distances between the rural and urban partial
distributionsofgroupsathigh levelsofeducationhave
little trend toward convergenceafter 1981. In fact
theseshow themostdivergenceafter 1981.Figure 9
showsthatthehigherthelevelofeducation,thegreater
the divergenceafter 1981. The average rank of
distancebetweenthepartial distributionsin Figure 8
over the five levels of education(with a rankof 1
meaningtheclosestand5 themostdistant) from 1982
to 1995 is:
1.429
2.286

at mostelementaryschool
somehighschool
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Figure9 I

2.714 high schoolgraduate
4.214 somecollege
4.357 collegegraduate.
SeeFigure9, whichzoomsin onFigure8 from I 98~to
1995. Figure9 showsthatthedivergencebetweenthe
ruralandurbandistributionsin the 1980’swasrelated
to educationlevel: thehigherthe level ofeducationthe
greaterthe divergence.

Figure9 shouldbecomparedto Figure10, the
comparablegraphfor theyears1963-1975.Theseare
the yearsof the mostrapid convergence.Thereis no
clearorderingby level of education.The rankingsof
educationgroups in terms of the symmetric entropy
distance between the rural and urban partial
distributionsof Figure8 are:
4.923 at mostelementaryschool
3.077 somehighschool
1.385 highschoolgraduate
2.385 somecollege
3.231 at leastcollegegraduate.

Figure 10 showsthatduringthemain episode
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of convergencethe inverse ordering of distances
betweenruralandurbanpartialdistributionsby level
ofeducationdid notobtain.

The Forecast
A visual inspectionof Figure 1, the distributionsof
annualwage and salaryearningsin terms of 1993
dollars from 1963 through 1995, in rural and urban
areasshows that by 1995 these distributions had
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substantiallyconverged.Thispaperraisesthequestion
of whetherthis convergencecanbe extrapolatedinto
the future to the point that one can say that the
distributionsarestatisticallyindistinguishable.Muchof
theconvergencebetweenthetwo distributionsisdueto
the higher left tail of the rural distribution coming
down to overlapthat of the urbandistribution. This
movementis not just geometry. The left tail is the
proportionofpeoplein therelativefrequencybinofthe
smallestincomerange,from $1 to $8,000in termsof
1993 dollars. It is goodnewsthat theproportion of
rural workers earningmore than that has increased
substantially.

Figure2 showsthatthe left tail ofanearnings
distributionhasa strongrelationshipto aworker’s level
of education.The higher the level of education,the
lower the left tail, i.e., the smallertheproportionwith
the smallest annual earnings. There has been
substantialprogressin ruraleducation,i.e.,ruralareas
catchingup to urbanareasin school completionrates
The effectivenessof rural schools in the last four
decadesof the20thcenturyhasimprovedaswell. See
McGranahanandGhelfi (1991)and Gibbs, Swaim,
andTeixera(1998).Soit makessenseto hypothesize

that a disproportionatedecline in the least well
educatedin the rural labor force is what causedthe
convergence.Figure 3 shows that therehave been
steadydeclinesto almostthe sametiny proportionin
bothrural andurbanareasofworkerswith atmost an
elementaryschool education.The declinehasbeen
steeper in rural areas.The proportion of the next
highereducationleveldistinguishedinFigure3,‘some
highschool’showsthat theruralproportionhasnever
beenmuchhigherthantheurbanproportionandthat
both havedeclined, althoughnot as quickly as the
proportionsof workerswith at mostan elementary
schooleducation.Thetwo highestlevelsofeducation
distinguished, ‘some college’ and ‘at least college
graduate’haveshown increasesbothruralandurban.
At the ‘some college’ level the proportions have
increasedapace.It is in thehighestcategory‘at least
college graduate’ that the urban proportion has
increasedmorerapidly thantheruralproportionandis
openinga lead.Theproportionsathighandlow levels
ofeducationchangeina nearlinearway. Theyappear
to bereadilyforecastablevia linearextrapolation.See
Figure 4 for the25 year forecastfrom 1996 through
2020. Theproportion‘at most elementary school’
both rural and urban is almost zero already. The

Solid Curve:
$1 to $8.aOO (in 1993

dollars) bin
Dashed Curve:

156.001 to 164.000

(in 1993 dollars) bin

Symmetric Kuliback Entropy Distance between Bins
of Lowest and Highest Earnings in the
Rural and Urban Conditional Distributions, Annual

Wage and Salary Earnings Conditioned on Education
s—axis: 1963 throuQh 1995

y—oxis: symmetric entropy distance from 0 to .1 (2w scale of Figures 7 ond 8)

Figure 11

Source: March Current Populotion Survey

high school graduate
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Proportion of Symmetric KuI~back
Entropy Distance due to contribution of bin
of ‘argest incomes, i.e., $56,001 to $64,000

Figure 12

x—axis: 1963 through 1995
y—axis: proportion from 0.0 to 1.0

Source: March Current Populotion Survey

proportion ‘some high school’,urban andrural, is
forecastto be almostzeroby theyear2020.Thedata
andthis extrapolationprocedureshowsawideninggap
by 2020 at the highest level of education betweenthe
rural and urban proportions, although both are
increasing.

An exact measure of the difference between
distributions is needed to understand and forecast
convergence.The best measure is the symmetric
entropy distance. The symmetric entropy distance
between the rural and urbandistributions of annual
earnings is given in Figure 7. Indeed it shows
substantialconvergencebetween1963 and1995butit
showssomethingelsenotasreadilydiscernedinFigure
1: a periodof divergencefollowing 1979,theyearof
maximum convergence. The year of maximum
divergence was 1988, which was followed by
reconvergence.Sothereis not auniform convergence
between1963 and1995,i.e., no uniform, incremental
trend to simply extrapolate.Figure 7 shows that
forecastingthefutureof ruralandurbanconvergence
in earnings distribution is inherently difficult.

A possible way around the difficulty with
forecastinganaggregateis to decomposeit to seeif the

componentsare morereadily fbrecastable.Figure 8
doesthis for educationlevels. Figures5 and6 show
that the relationship between education level and the
shapeof theearningsdistributionis fairly stableover
time. Figure4 givesacredibleforecastoftheruraland
urban proportions at each of the five levels of
educationdistinguished.Figure 8 gives the distance
betweeneachpartial distribution of the conditional
distribution,annualearningsconditionedoneducation,
rural and urban. Figure 8 shows several distinct
patterns. First and most clearly, not only is the
proportionofworkerswith only anelementaryschool
education headed toward zero, so is any rural/urban
difference in their distribution of earnings.There is
also a clear pattern of convergencebetweentherural
andurbanpartialdistributionsof thenext two higher
levels of education,‘some high school’, and ‘high
schoolgraduate’.Thethreelower levels of education
showsomedivergencein the 1980’s,butmostof this
divergence occurs at the ‘some college’ and most
clearly at the ‘college graduate’level. In fact, if you
overlap the time-seriesof the rural urban distance
betweenthepartialdistributionsfrom 1980 on,as in
Figure9,you seethatthehigherthe levelof education,
the greater the divergence between the partial
distributions. The earlier period of convergence
showed no comparably clear ordering in terms of
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educationlevel.

Figure 11 shows that it is the symmetric
entropydistancebetweenthe left tail of the leastwell
educatedgroupsthat greatlydecreasedbetween1963
and 1980, theperiodof convergencebut that it is the
symmetricentropydistancebetweentheright tails, the
largest earningsbin ($56,001 to $64,000 in 1993
dollars), of the most educatedgroup that greatly
increasedduring the divergenceof the 1980’s.Figure
12 showsthat as a proportionof the entropydistance

the right tail. This visual inspectionof the relative
frequencydistributionsconfirmstheinferencedrawn
from Figures11 and 12.

So it appears that the convergence between
the rural andurbandistributions of annualearnings
around 1979 was the result of a) the convergence
between the rural and urban proportionsof workers
with at most an elementary school educationto b)
almost zero andc) a convergence between the rural
and urban partial distributions of the earningsof
workers with at most an elementary school education.

Workers Aged 25 to 65

Figure 13

Relative Frequency Distributions of
Annual Wage and Salary Earnings

of Rural (solid curve) and

and Urban Workers (dotted curve)

who are at least College Graduates

betweentheruralandurbanpartialdistributions,Figure
8, thecontributionoftheright tail, therightmostbin, is
increasingamongthemosteducatedworkers,that is,
the educational group whose urban proportion is
outstrippingtheruralproportion.

You can see in Figure13 that theconvergence
betweenthe rural and urban distributions of annual
earningsofthemosteducatedgroup,workerswhohave
completedat leastfour yearsof college,hasnotbeen
substantial.It looks asif in 1995thereis divergencein

There were other trends afoot in the period 1963 to
1995.Therewasthe trendtowardagreaterproportion
of workers in the two highereducationlevel groups.
The rural and urban proportionsof ‘some college’
workers have both been increasing steadily. While
bothrural andurbanproportionsofworkerswhohave
graduated from college have been increasing, the urban
proportion has been increasing at a faster rate than the
rural proportion. Not only have the rural and urban
proportion of workers who are at least college
graduates been pulling apart, their partial
distributionsof annualwageandsalaryearningshave

1965

~_~-N--_~___.

1~’7~

~ -~---.-~.
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~
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~
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~
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x—axis: from $1 to 164.000
y—axis: proportions from 0 to .6 in bins 18.000 wide
All dollar amounts in terms of 1993 dollars.

Source: March Current ~opulotion Survey
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beendiverging irregularly since 1979 as well. This
pattern of divergencebetweenthe rural and urban
distributions of the most educatedis clearestin the
extremerighttail ofthedistributions,thedistributionof
workers over large incomes. The urban proportion is
larger than the rural proportionand the differencein
theright tail is becominglargerslowly.

Thispaperintendedto makea forecastbased
on a past trend. The trend is the decline in the rural
and urban proportions of workers with only an
elementaryschooleducationto almostzero from 1963
through1995.Thepremiseof the forecastis that this
trendaccountsfor the convergenceof the rural and
urbandistributionsof wageandsalaryearnings.While
thispremiseis substantiallycorrect,it is not a basis to
make a forecastfrom. After 1979 two other trends
affected the distancebetween the rural and urban
distributionsof wageandsalaryearnings.Onetrend is
a divergencein theruralandurbanproportionsof the
mosteducatedin the laborforce.Theurbanproportion
is acceleratingaway from the rural proportion. The
othertrendis adivergencebetweentheruralandurban
wage andsalarydistributions of the mosteducated
groupdistinguishedin this study,thosewith at leasta
collegedegree.Thesetwo trendsmayeventuallyaffect
enough people to causea substantialdivergence
betweenthe overall rural andurban distributions of
annualwageandsalaryearnings.However,asof 1995
the divergence between the rural and urban
distributions of the mosteducated was sufficiently
weakandinvolved sufficiently few workersthat it is
prematureto forecastin the year 2020 a divergence
betweenthe overall rural andurbandistributions on
this basis.However, it canbe confidentlyforecaston
thebasisof thesetrendsthattheoverallruralandurban
distributionsare unlikely to convergebetween1996
and 2020 more closely than theywereattheir pointof
closestconvergencein 1979.

Conclusions
In thepast,therural andurbandistributionsof annual
earningsdiffered becausethe rural proportionof the
leasteducatedworkerswassubstantiallygreaterthan
thecorrespondingurbanproportion.Also,theruraland
urban distribution of the annual earningsof such
workers differed in that therewere proportionately
more low earnings in the rural distribution. In the
future it appearsthat the ruralandurbandistributions
ofannualearningswill differ largelybecausetheurban
proportionofthemosteducatedisgreaterthantherural
proportion and increasing more quickly. Also, the
urbandistributionof theannualearningsofthosewith
at least a college degree differs from the rural

distributionin thatits righttail isthicker.Theruraland
urbandistributionsof theearningsof workerswith at
leastacollegedegreedo notappearto beconverging.
Thesimplestexplanationofthis divergenceisthatnot
only is the urban proportionof workerswho are at
leastcollegegraduatesincreasingfasterthantherural
proportionbut that theurban proportion of the more
educated within this highly educated group is
increasingfasterthantherural proportion.
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The Veteran Population ForecastingModel

Allen Berkowitz andStephenMeskin
Office of theActuary

Office of Policy and Planning
U.S.Departmentof VeteranAffairs

Introduction

Thepurposeof this paperis to describe
improvementsin themethodologyusedto
developprojectionsof theveteranpopulationby
theDepartmentof VeteransAffairs.

Description of the Veteran Population

As of July 1, 1999 the estimated number of
veteransliving in theUnited Statesand
PuertoRicostoodat24.1 million. This
includes8.1 million Vietnameraveterans,
and, on the otherextreme, approximately
3,000living World War I veterans.At the
sametime, theestimatedmedianageof
veteranswas58.4years,with 38%of the
totalprojectedto beovertheageof 65.
Femaleveteranswereestimatedto number
1.2million.’ StatisticalAppendix,FY 1999
AnnualAccountabilityReport,Department
of VeteranAffairs)

As opposed to estimates, thenumberof
veteransactuallyreceivingcompensationfor
service-connecteddisabilitiesasof July 1,
1999 was 2,668,186 and those receiving
pensionbenefitsdueto low incomeandtotal
disablement was 367,588. The number of
veterans enrolled in the VAHealth Care
Systemis4,175,833. It should be noted that
this isnot a discrepancyfrom theoverall
totalsasonly asmallpercentageof veterans
areentitledto compensationandpension
benefits. Furthermore, although all veterans
are currently eligible for VA healthcare,
only a small percentage of veterans utilize
theveteranshealthcaresystem. One
possiblereasonis a veteranmayhaveother
healthcoveragethroughtheir current
employment.

Thestatisticsconcerningthesizeand
characteristicsof all veterans(asopposedto
beneficiaries)mustbe estimatedeachyear
with theexceptionof thedecennialyear
whenthey canbeobtaineddirectly fromthe
U.S.Census.

Furthermore,projectionsfor aperiodof
thirty yearsinto thefuturearedesiredfor the
total population,andfor specificclassesof
beneficiariesin orderto supportplanning
andbudgetingof VA resources.

• Usersof PopulationStatistics

0MB, Congress,VeteransService
Organizations,DoD, DoL, andState
VeteransDirectorswithin stategovernments
are all externalusersof VA statistics.
Internal to VA, population data areusedby
theVeteransHealthAdministration,the
VeteransBenefitAdministration,the
NationalCemeteryAdministration,and
severalotherplanningandbudgeting
divisions.The VeteransBenefits
Administration, for example, uses the
projectionsof thenumberof separations
from themilitary toestimatecompensation
and pension workloads and expected
expendituresfor educationbenefits.
Projectionsof veteransby locality areused
by VA’S NationalCemeteryAdministration
to determine VAcemetery development
priorities. TheVA HealthAdministration
also uses veteran population data at the local
level for capital planning purposes in the
location of new healthfacilitiesandin
determiningits marketshareandpotential
forexpandingenrollment.

The importanceof acustomerfocusby
agencies throughout the federal government
has increased in recent years.Veteran
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populationnumbersaremoreimportant,
particularlyat a disaggregatedlevel and
particularly if theycanbeproducedby a
parameterdriven modelthat canbe
“upgraded”easilywhennewinformation
becomesavailable.

• Framework

Background

Thecurrentprojectionmodel (VETPOP)
waslastrun in 1993;it providedestimates
for 1993,thebaseyear,andprojectionsof
theveteranpopulation,separations,deaths,
and interstate migration through 2020. The
base year population was estimated by
startingwith thedecennialcensus
informationon veterans,adjustingfor
assumeddeathsandmigrationin the
interveningyears,andaddingknown
separations over the same period of time.

To project separations from the military,
yearsof servicedependentseparationrates
weredevelopedfrom historicaltrends.

• SpecificMethodology

The specific projection method used a
variationof theCohort Survival Rate
Methodto projecttheveteranpopulation.
(Figure 1). Specifically:

pa,g,P,~,= p~g,p + ~ t,t+l -

where:

P~ = veteranpopulationat time t,

B,,,.1.i = separationsfrom activeduty

military in theperiodt to t+ 1
= veterans’deathsduring the

period t to t+1; and

a= singleyearof age,
g = gender,
p= periodof service

Toprojecttheveteranpopulationatthestate
level,baselineinformationwasobtainedfor

the distribution of the veteran population by
ageand gender. Projectedseparationsand
mortalitywasappliedat the statelevel.Net
interstatemigrationrateswereusedto
project the movement of veteransfrom one
state to another. The projections of net
interstatemigrationratesarebasedon data
for thecivilian populationobtainedfrom the
CensusBureau.

A moredetailedexplanationof this model
and the methodology used in projecting
separationscanbefoundin Sorensen2’.

Model under Development

• Framework
The new veteranpopulationprojection
model(VPM) will havetwo main
objectives. First, as in theprior model it
will estimateandprojectthenumberof
veterans by age, gender and period of
service at the national, andstatelevels.
County-leveldemographicswill be
estimatedoutsideofthemodel. Second,it
will estimateandprojectthe numberof
veterans,survivingspouses, and surviving
dependentsthatareeligible for, apply for,
andutilize thefollowing VA programs:

• Pension
• Compensation
• HealthCare
• VocationalRehabilitation
• HomeLoanGuarantees
• Burial
• EducationBenefits
• Internmentin NationalCemeteries

The theoretical framework for producing the
nationalestimatesin thenewveteran
populationprojectionmodel is similar to the
original model4. Thebasepopulationyear
mustbe establishedandthecohortsurvival
rateequationsapplied. Thereare several
key differences in the methodologies used in
thetwo modelswith respectto:

1. Themethodusedto establishthe
baselinepopulation.

2. Thedisaggregationof theveteran
populationin thebaselineandin the
projectionsto specifically address
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trackingbeneficiaryclasses
(compensation,pension,non-disabled
veterans).

3. Thedeterminationof theappropriate
mortality tableto apply to theveteran
population.

4. The methodologyusedto project
separationsfrom themilitary.

5. The use of interstatemigrationrates
uniquely establishedfor the veteran
population.

6. Enhancementsto thedisseminationof
model outputs.

Eachof thesedifferencesis discussedin
referenceto thediagramshowninFigure 2.

• SpecificMethodologies

Themethodusedto establishthe
baselinepopulation

The VETPOPmodelestablishedthe
baselineby agingtheveteranpopulation
asof April 1, 1990up to the date of the
baselineestimateby applyingmortality
rates,andaddingknownseparations
from theDefenseManpowerData
Center(DMDC) datafiles for theperiod
from 1990to thebaselinedate. The
newmodelusescensusdata(from 1990
Census)only for thepre-Vietnam
population. It then utilizestheDMDC
data,that, whenmatchedwith internal
VA CompensationandPension(C&P)
data,providesadditional information on
disability statusandtypeof benefit
receivedby classesof beneficiaries,for
theperiodfrom May, 1975 to
September,1999.

Trackingof beneficiaryclasses

The new modelprojectstheveteran
populationby distinct sub-populations
of disabledandnon-disabled.This
imposesanadditionalmethodological
requirementof developingtransition
probabilitiesbetweendisability classes.
Beneficiarieswho aresurvivorsof
deceasedveteransarealsotrackedby
maintaininga deceasedrecordthrough
theprojectionperiod.

Selectionof mortality tables

Forliving veterans,two setsof
mortality tableswereused. Onetable,
for healthyveterans,wasderivedfrom
themortality experiencereportedby the
DoD Office of theActuary. Thesecond
tablewasdevelopedfor thedisabled
population,basedonactualexperience
with theVA CompensationandPension
programs.Thistableis furtherrefined
to distinguishbetweenveteranswith
lessthan40%combineddisability
ratingsandhigherlevels.Thenumber
of separatedveteransis adjustedfor
mortality from thetimeof separationup
to thebaseyear.

In developinganestimateof thenumber
of deceased veterans prior to 1990(to
tracksurvivorsanddependents),
mortality ratesdevelopedby theOffice
of the Actuaryof theSocialSecurity
Administrationwereused.Theserates
are availablein theActuarial StudyNo.
107, Life Tablesfor the UnitedStates
Social SecurityArea1900-2080.

Proiection of separations

Projectionsof thenumberof separations
by yearandageareprovidedby the
DefenseDepartment’sOffice of the
Actuary. Themodel requiresa further
disaggregationof separationprojections
by stateandgender.Four yearsof
historicaldatafrom theperiod1995 to
1998 wereusedto establishthestate
distributionsof separations.Initially,
thepercentagesby stateareassumedto
be constantovertheprojectionperiod.
In thepasttenyears,thenumberof
femaleenlistments,in themilitary has
increasedsignificantly. This will be
reviewedin futureprojections.An
analysisof this impactonthe
percentageof femaleseparationswas
usedto projectthe changein this
percentageover time. Thesetwo
critical assumptionswill bereviewedin
futureprojection.
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Interstatemigration trends

Oneof themostimportantdeterminants
of theprojectedsizeof theveteran
populationin a givenstateis the
interstatemigrationof veterans.
Campbell5describesthealternative
approachesto migrationusedby the
U.S. Censusto projectageandgender
specificstatepopulationsto 2020. He
indicatesthata multi-stateinterstate
migrationprojectionovercomesmany
of the limitationsof anetmigration
approach.Specifically,it eliminatesthe
need for a raking procedure to assure
that the total aggregated projected state
populationsequalsthetotal national
population. In theoriginal VETPOP
model,netmigrationestimatesfor
civilians were applied to the veteran
population. This imposesboththe
requirementof raking(to makesure
statetotalsagreewith thenational
totals) andtheassumptionthat the
veteran population has a similar net
migrationpatternasthecivilian
population.

Therearetwo advantagesof using
civilian migrationratesfrom theCensus
Bureau. First,themigrationratesare
basedona largenumberof observations
(IRSadministrationrecordsfor twenty
yearson theentireU.S. population)and
second,projectedmigrationratesby
age, gender, and race for twenty-five
years into the future are readil~v
available. However,Cowper points
outthattheveteranpopulationmigrates
ata higherratethanthecivilian
population2.Herwork wasbasedon
comparingCensusinformationfor the
1970, 1980 and 1990 periods.

Morerecentdatafrom theCurrent
Population Survey when compared to
VA internaldataon veteransreceiving
compensationandpensionbenefits
supportmanyof Cowper’sfindings.
Figure3 providesinformation on the
aggregatemalecivilian andmale
veteraninterstatemigrationratesfrom
the 1998 CurrentPopulationSurveyand
the 1999 rates for the C&P
beneficiaries.If weapplytheU.S. male
civilian migrationratesto themale

veteran population (the second set of
columns)wefind that theoverall age
adjustedmigrationratefor veterans
wouldbesignificantly lower (1.61%
vs. the observed 2.11%). In contrast, if
weapply theVA beneficiary-based
interstatemigration rates(thethird set
of columns)to thetotalmaleveterans
population,theoverall interstate
migration rate is higher (2.59%). In fact
a x2 goodnessof fit testsrevealthat the
two candidatedistributionsof interstate
migrationsby agegroup(civilian
migrationandbeneficiariesmigration)
areinadequate.Closerexaminationof
the information in Figure 3 revealsthat
the differences lie in the higher age
group. Currently,our tentative
approachto incorporatingmigration
ratesin the new model is to apply
veteranspecific interstatemigration
ratesforagegroupsless than65,and,
adoptthecivilian interstatemigration
rates for the 65 and over age group.

Figure4 providestheestimatedout
migrationratesfor threestatesusing
beneficiarydata. Thisgraphconfirms
thepatternof higherinterstatemigration
rates for the youngeragegroups. For
example,Californiaveterans
experiencedanoutmigrationof 5.3%of
veteransin theagegroup20-29as
comparedto 1.3%for the65 andover
agegroup.

Projections and Output Tables

Thenewmodelwill producethe same
typeof informationasthecurrentmodel
concerningthetotal countof veterans,
separations,deaths,andinterstate
migration,aswell as,a varietyof
additionalinformationconcerning
veterancharacteristics.Two major
typesof reportswill beproducedfrom
thenewmodel:

• Thirty- yearnational level reports
providing information on veterancounts
for separations,anddeathsby:

• Periodof service,genderandage
(single year, five year age groups)
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Bibliography• Degreeof disability, gender,and
five yearagegroups

• Branchof service,genderandfive
yearagegroups

• Officer/Enlisted
• Gender.

2. Thirty-yearstatelevel reports
providinginformationonveterancounts
for separations,deathsandmigration
by:

• Periodof service, gender and five
yearagegroups.

While the model is run in the SAS
programming language, thereportswill
be produced and distributed to users in
Excel tables on CDsand through the
VA website. Theuseof pivot tables
will permitusersto developadditional
output tables to meetspecialneeds.

Summary

The new model is designed to build upon the
experience gained by the VA in applying the
original model. It incorporatesenhancementsto
the original projectionmodelbasedonstudies
documentingtheimprovedmortality ratesof
veterans,greaterunderstandingof their interstate
migrationpatternsand the greaterinterchangeof
informationbetweenVA andtheDoD. The
model is PC-basedandpermitsusersto easily
changethemodel’sparametersandfacilitate
sensitivityanalyses.Additionaloutputreports
are designed to serve the user community more
effectively.

5. Campbell,PaulR. PopulationProjectionsfor
States by Age, Sex, Race and Hispanic Origin,
October1996,U.S. CensusBureau.

6. Cowper,DianeC. andCharlesF. Longino,Jr.
VeteranInterstateMigration andVA Health
ServiceUse,TheGerontologist,Vol. 32, No. 1.
44-50.

1. Departmentof VeteransAffairs, FY 1999
Annual Accountability Report, Statistical
Appendix, 2000.

4. HayGroup,BarentsGroup,Mathematica
Policy Research, Inc. The NewVeteran
Population Projection Model: Design and
Specifications,PhaseIII.

2. Sorensen,KathleenA. andThomasC. Field,
Projectionsof theU.S. VeteranPopulation:1990
to 2010,StatisticalBrief, Departmentof
VeteransAffairs, May 1994.

3. Sorensen,KathleenA., TechnicalAppendix,
Projections of the United States and Puerto Rico
VeteranPopulations:1990to2020.
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FIGURE 1
INPUT AND OUTPUT FILES OF THE VETPOP MODEL

INPUT FILES

US & PR VET POP

STATE VET POP

SURVIVAL RATES (1 yr)

SURVIVAL RATES (5 yr)

SEPARATIONS

PR MIGRATION RATES

US MIGRATION RATES

OUTPUT FILES

US & PR VET POP

STATE VET POP

US & PR VETDEATHS

STATE VET DEATHS

MIGRANTS

MODEL
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DYNAMIC PROGRAMMING OF FORECASTING APPARATUS
By Elliot Levy

Introduction of the DP Method

Dynamic Programmiiig(DP) is a mathematical
tool of OperationsResearch,a quantitativeareaof
managementscience,for interrelateddecision
making.I1l Thereare relateddecisionsinvolved in
selectinga forecastingmethod,suchas type of
forecastingmodel and theamount of independent
variableinputwhich suggeststhethe DPtechnique
to guidetheforecasterin selection.

The DPapproach, was introduced in thel 950’s by
RichardBellman,a pioneeringsystemsengineer,at
RandCorporation,for reducingthe numberof
independentvariablesas bottlenecksin stagesof
manufacturing.121

Prototype Application

one year forecasts of a horizonof onewereusedto

show how to computetheaveragepercenterror.
Following Table I is anothertable,containingthe
percenterrorsof forecastby typeof selected
forecastingmodel by thenumber of variables, that
hadforecastresultsof greatererrorbecause,these
forecastsweremadefrom a fifteen insteadof a
one-yeartime frame.

Thiscomputationexampleshowedthefollowing
percentof forecasterror:

s~=~T(F-A)2/nf=

..~~(18O6.61/15 = 8.8

I ‘if
SI =~/~

V 1=1

An applicationofthe aboveformulaappearson the
nextpagein TableI. In this particularexample,15

Thedataapplied in this examplewere from a horizon
1970-84of annualforecastsof CommercialBuilding
Construction,from an earlierpaperof mine.131
Standardpercentof forecasterrorfrom seventypes
of modelshaving upto five independentvariables
wereextractedas input in this application.

The standard percent of error is thesquareroot of
squaredforecasterrors,% Actual lessForecast,
divided by thehorizon, asshown in thefollowing
formula. The nf is the numberof forecaststhat equal
thehorizonforcomputingan averagevalueof the

percentof dispersion, asshown in this formula.

Table I containsthedatafor theabovecomputation,
afterconversionto annualcurrentdollarsfrom the
Appendixtable. In both ofthetables,errorsof
forecastweregreaterin the latestsegmentof the time
period. However, their computedstandarderrorwas
much smallerthanthatof theresultsfrom themodels.
TableI, with oneyear forecastsshow this
computationfrom theconverteddata.

The matrix containingresultsoverthe fifteen-year
spanis shown in Table II. Theseforecast errors
hereare largerthan thoseTable1, becauseforecast
error is hypotheticallylargerwhenfurtheraway from
pasthistory. Thesemodelshavestructuresimilar to
conventionaleconometricandtime seriesforecasting
methods,employingtransformationsof logarithmsof
and first differencesfrom original data, codechart
succeedingTableII.

(F-A)2/,if
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TABLE I

% STANDARD ERROROFFORECASTCOMPUTATION,
ANNUAL U. S. COMMERCIAL BUILDING CONSTRUCTION,

YEARS 1970-84

(n) (F) (A) %
Years Forecast

(Bil.$I
Actual
(Bil.$)

(F-A)
(Error)

(F-A)2

1970 10.8 9.8 10.2 104.12

1971 11.5 11.6 -0.9 0.74

1972 13.2 13.5 -2.2 4.94

1973 15.2 15.5 -1.9 3.75

1974 16.5 15.9 3.8 14.24

1975 12.0 12.8 -6.3 39.06

1976 12.3 12.8 -3.9 15.26

1977 14.0 14.8 -5.4 29.22

1978 18.2 18.6 -2.2 4.62

1979 23.3 24.9 -6.4 41.29

1980 31.0 26.6 16.4 268.26

1981 36.8 29.3 25.7 660.82

1982 38.8 34.2 13.6 184.22

1983 33.3 28.2 18.1 328.83

1984 35.4 32.0 10.4 107.23

Sum=1806.61

nf’=l 5

Note: Actual and ForecastConverted to Current Dollars from 1972 and1977 constantdollars.
Source: US industrialOutlook. International Trade Administration. US Departmentof Commerce.
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Why Apply DynamicPro~rammin~?

Thedynamicprogrammingmethodwas usedfor
obtainingtheoptimal inputneededfrom themodelsof
this previousmatrix from the accumulatedminimal
statesof forecasterrorper model. The modeltypes
representstagesand thenumberof variablesarethe
statesin this problem.

Table III shows ranking by forecast errot,which
doesnot showthe samenumber of variables at their
lowest forecasterror.The resultsshowthat thereis no
distinguishablesolitary numberof variablesthat

would haveminimizedthe forecasterror.Therefore,a
dynamicprogrammingtechniquewasneededto
solve for an optimalstate. No particularamountof
inputwas evidentas theoptimal state,warrantinga
morepowerful technique,justifying theapplication
of dynamicprogramming.

Table II

MATRIX OF 0/,, STANDARD ERRORS OF FORECAST 131

Model #
and

I 4 2

#Variables

2

3

4

5

24 58 57 63 24 21 32

31 55 56 63 25 22 52

34 55 56 61 29 22 63

38 63 51 57 28 35 82

Linear Multiple RegressionModel Codes:
1-Original Data:
2- First AbsoluteDifferences( X - X ,.~)
3- First PercentDifferences( I( X - X ,~,)I/ X,)
4- Logarithmsof IndependentVariables(X’s): Growth Rate: I Y, f(Iog X) I
5- Logarithmsof All Variables( Y, X’s) : Elasticity: I log Y =f(Iog X) , I
6- TransferFunction ( Differencesof Y on Differencesof X; Moving Averagesof

Residualsof Actual data from fitted function)
7- DistributedLag [ Past Lagged Logarithmic Independent Variables ( X’s)

Influence Upon DependentVariable (Y) I
Note:Both 6 & 7 aremodelsthathaveextendedparametriclength perX as explanatory(lagged

independent)variablesofthe Y (dependent)variableof interest.
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TABLE III

INCONSISTENCY IN RANKING OF FORECAST ERROR

Rank of % Error Per Model by # Variables

Model

The DP Minimization Al2orithm

Shownin this next exampleis theDPequationform
of forecasterror minimizationby model.

Minimizing Error by ObiectiveFunction

forecasterrors wereappliedinsteadthosederived
from probability distributions. This is deterministic
dynamicprogramming , DDP, where the forecast
errorscannotbe projectedasestimatesfrom
distributionsof probableerror. Probableerrorrelates
tostochasticdynamicprogramming.

Miii E (x) 11+1 = MinE F(x) + r(x) ,,+~

wherer is a remainderfrom
thepreviousstageof a
recursive process.

subject to the behaviorof each
~j.qje(variables) per ~ (models).

~c’onsirauntsor limits):

1 5.. x ~ 4, where {#Variables states)

= I, ..., 7 {EquationType Stages)

Thetask is to find, by an objectivefunction, the
minimum optimal stateof errorthroughout
succeedingstages.RichardBellmanusedthis same
techniqueforoptimum productionin multi-stage
manufacturing.(41 This minimization equation
containedaremainderas theoptimalsolution from
thepreviousstage,andwhenaddedto the nextstage
of forecastresults,madethe succeeding
computations cumulative. Also, note that actual

The computationprocesswas recursive,having
commencedwith the last stage n=7 until the first
stage,n=1.
Thefollowing diagramof DDP forecasting

apparatus showedthe recursive processfor this
problem..

Variables

2

3

4

5

1 2 3 4 5 6 7

2 5 4 6 2 1 3

3 5 6 7 2 1 4

3 4 5 6 2 1 7

3 6 4 5 1 2 7

Note: The following diagramandfurther
computationsthroughouttheremainderof this paper
arefrom materialborrowedfrom ReferenceJ1J.
Also, it wasmy ideato applytheseanalyticaltoolst
forecastingandnotanyoneelsein theestablishment
whereI am employed.And theyare exemptfrom an
criticism relatingto this paper.
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DDP* DIAGRAM OF FORECASTING APPARATUS

Stage
n (ii = model #7)

% forecasterror of x =p(x)?
x=state

Stage
n + 1 (n = model #6)

Accumulated ForecastError states
from consecutive
% forecast errors through
the last stage(s)

1(s,xn)= p~(x~)+ f~•1+1(x ~)

*DDP = DelerministicDynamicProgramming

Accumulated Optimum
with p,,(x ,,) contribution going
toward minimization of the
next paststage

f* ~+~(xni-I )

The diagram ofth is DDP problem depicted going
from a current in stage(n) into an optimal state for
the next stage(n -f 1)151 that illustrated the minimum
forecast error objective. The process began with the
last stage (n=7) of the Distributed Lag forecasting
equation and continued to the first stage ( n=1 ) as the
Ordinary Least Squares regression in simple or
multiple form. Thus, the process in reverse order,
similar to that of a door to door salesman deriving
the best route to take from previous sales enroute.

2. The DDP computation procedure, started with a
percent vector of de facto minimums indicated by f~,
and these values were used to develop square matrices
in columns of forecast error in order to derive a second
set of minimums. This process had ensued until one
maximum value was obtained from a vector of the last
column of minimums combined with the first column of
the original data matrix, which adhered to the
minimization algorithm already mentioned.

In the followingcomputations, the DDP method was
applied to accumulated percent of forecast error per
stage for extracting the optimum( lowest) error and
this optimum remainder became input for arriving at
another optimum in the next recurrent stage. Decimal
places were avoided by applying percent in whole
numbers per iteration which prevented their vanishing
into lost information,

in this segment, the following aspects are presented
(I) the states by stage, (2) data arrangement by
stage, and (3) their formulas.

1. The states were the number of variables from
bi-variate to a Multi-variate model of five inputs. In
the following seven model stages, optimum states of
input were derived for the forecasting models
previously coded in Table Il.

As shown in the next list, the process started with the
Distributed Lag (Code#7) forecast errors that were
only a column of accepted minimums, and a subsequent
matrix that incorporated these minimums, and finished
with the final vector of the cumulative percent from
applying the Ordinary Least Squares-Original
Data(Code#1), bi or multi-variate.

Specifically by iterative stages, theprocess started
with the Distributed Lag columnvectorof forecast
errors(Stage = 7) and terminated recursively
(backwards) to the Ordinary Least Squares-Original
Data row vector(Stage=1).

Recursiveprocess

Contribution of
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StageListing of DDP Data for this problem
7

3. The formulas for this problem have three
components:

A. p,, (x ~ = Percent of Forecast Error by column
B. f* ~~1(x) = Previous Column of Minimum

Values
C. f(s, x ,,) = Cumulative sum of A & B

Subject to: ~ xi = 4 (4 states per stage)

For assessing the contribution of the past to current
minimum in each state per stage shown in DDP
diagram.

The following iterations for some stages of this DDP
problem have been shown to demonstrate computation.
Thosenot shown are available from the author.

I. Commencing stage n=7, as the first step, where each
forecast error was optimal, because as the start of the
iteration, the last column of forecasterror matrix
were applicable only to this stage.

1 32
2 52
3 63
4 82

2
3
4.

These recursive stage formulas represent calculated
cumulative arrays of forecast error.

Solution

Mathematically, the basis of the solution was an
objective function equation for derivation ofthe
minimum state of forecast error for every state of
Model type stage, as follows:

Minimize ~ p~(xI) (7 Stages of
1=1

ForecastError)

2. The values for f*7 (s) ,optimal states of stage 7were
in the last column of the data matrix in Table II, used in
the computation of the first matrix by applying them to
the sixth column of forecast error in Table II to derive
the next optimum values, f*6(s), of stage n=6,
presented on the next page, in the forecast errors of
the Transfer Function model in Stage 6. The first
f*7(s) was added as a constant to all of the p6(x6)
forecast errors and then the subsequent f*7 optimums
were applied to the P6 forecast errors by the same
process in tandem.

3. These optimal f*6(s) values (s=1,..,4) were the
remainders of the previous stage added to original data
of pç(Xç) ofthe fifth column in Table II, the first f~
constantly added to all p5(x5) for column 1 ofthejj~t
matrix of stage n=5. Also, the second f~was applied
to all Of pc(Xs) data. These remaining optimal values, in
tandem, were applied in the same process to complete
stage n=5. From this matrix, optimal minimum
forecast errors were extracted as f*5 (s) per x~’ for
this

5
th stage, in order to derive the minimum optimal

values for the forecast errors of the Elasticity model
of all data in logarithms.

Stagesby
Model Type

7
6
5
4
3
2

i=1

Data Form
Vector (Column)
Matrix
Matrix
Matrix
Matrix
Matrix
Vector (Row)

n=7 Vector of Forecast Errors: f.,*(s)l

Thus, the DDP equation was: f (s, x ,,) = p~(x ,,) +

f~,,+1(x,, )

Their notation per stage were:

DDP Formulas by Staaeof Model Type

Model No.
7
6
5
4
3
2

Formula
f(s, x ~ ) = f* (x ,)

f (s, X(,) = PG (x6 ) + f*7(x6)
f (s, x5) = p~(x5 ) +

f (s, x4) = p~(x4 ) + f*.s(x4)
f (s,x3) p~(x3) + f*4(x3)
f(s, x2) = P2(x2)+ f’~3(x2)
f(s,x1)p1(x1)+f*2(x1)

Staoe
n=7
n=6
11=5

n=4
n=3
n=2
n=1

7
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STAGE 6: TRANSFER FUNCTIONMODELFORECASTERRORS

n=6 Matrix of Forecast Errors: ~ ,~(s)

25 2 78 79 79 92

29 3 82 83 83 96

28 4 81 82 82 95 81

4. In the following and final computation, stage
n=1, a vector, contained the final minimum value of
~2, from row f(s, x1), equal to optimum f* 2(S) plus
p1(x ~), the first column of Table II, forecast errors
from the Original Data model.

Optimal Results
These (r~,x*) minimum values, from stage I to 7,

were applied to derive the optimal state of each stage
of forecasting model from thes column of each
representative matrix and vector. These optimal states
per stage were summarized in Table IV.

f (~,x~)= p(x6) + f * 7(X6)

f* (s) PG (x6) s 1 2 3 4 f* 6 (s) x’~6

32

52

63

82

21 I 53 73 84 103 53

22 2 54 74 85 104 54

22 3 54 74 85 104 54

35 4 67 87 98 117 67

STAGE5: ELASTICITY MODEL FORECASTERRORS

n=5 Matrix of Forecast Error: f* •~-~(s)I

f(s,xs) = ps(xs)+ f*6(x5)

~

f~6(s) p5 (x5 ) s 1 2 3 4 f* ~(s) x*

53

54

54

67

24 1 77 78 78 91 77

78

82
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In each state s there was a Minimum value derived
from each stage equation for x”, the optimal state.
For example in n=1, the minimum value was 267, the

first cell of the vector of this stage of the optimal state
x”, used in tandem to pick the next optimal value of
243 at x*4 etc.

STAGEI: ORIGINAl. I)Ai’A MODEL FORECASTERRORS

I

2

3

4

5

6

7

4 1 267

1 4 243

4 4 185

4 1 134

1 1 77

1 1 53

1 1 32

Linear Regression:Y1=f(X~)

First (Absolute) Differences

First (Percent)Differences

Semi-logarithmic: log Y~=f(X1)

Logarithmic: Log Y1=f(Log X.)

Box-Jenkins Transfer Function

Polynomial Distributed Lag

n=1 I 2 3 4

f*2(x ~)

p1(x1)

243

24

240

31

240

34

240

38

f(s, x ~) 267 271 274 286

f(s,xi) = p,(xi) + f*,(x,)

$ 1 2 3 4 f*1(s) x*1

267 271 274 286 267

TABLE IV
OPTIMAL STATESFROM SOLUTION

Stage

n s x*,1 Minimum #Variables Model No. Description

2

5

5

2

2

2

2

I

2

3

4

5

6

7
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Of these seven stages, a majority (5f7’71%) had
minimum forecast error from using two forecast
variables, one dependent and the other, a predictor.

x~fl ~

2 71
5 29
7 100

A summarizing equation was made from these
optimal results, 7x1, = 5x1+ Ox2 + Ox3 +2x4, which
had extremes of smallest and the largest number of

variables as forecasts entities, with smallest as the
major optimal state.

Summary and Conclusions

The purpose Dynamic Programming(DP)was
~O~N~fOT t~\ebest sOlUtiOn us a policy ing,utthug~a
forecaster toward minimum input usage in an
equation for prediction, in this presentation, seven
types of forecasting models were observed. Their
sporadic results were observed by their inconsistent
ranking by minimal forecast error. In order to
confirm consistency, the DP method was applied
which corroborated bi-variate instead of multi-
variate relationships for a majority of the models.
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The DP algorithm solved for optimal minimums of
forecast error from each state of model forecast
results, recursively,by subsequent stage olmo~e\
type to determine the best state of input usage per
stage, in reverse order, beginning with the most
complex and ending with the simplest model stage.
In this problem, seven stages of actual forecast
results were applied as input states having one to four
predictors in various forecasting models for a
Deterministic Dynamic Programming solution.

In this solution, seventy percent ofthe stages had
bivariate as the optimal outcome, which is a clue
zhatfew in lieu of many predictors were sufficient for
the most efficient forecasting equation.
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APPENDIX TABLE: COMPUTATION OF % STANDARD ERROR OF FORECAST FOR COMMERCIAL BUILDINGS CONSTRUCTION. I970-84(BlLLlON$~

YEAR Current
S

1972$ 1977$ Current
S

1972$ 1977$

1970 9.8 10.8

1971 11.6 11.5

1972 13.5 14.6 19.7 13.2

1973 15.5 15.2

1974 15.9 16.5

1975 12.8 12.0

1976

1977

1978

12.8

14.8

18.6

13.0

11.2

14.8

12.3

14.0

18.2

1979 24.9 12.9 19.0 23.3

1980 26.6 13.8 20.2 31.0

1981 29.3 22.2 36.8 14.8

1982 34.2 25.9 38.8 15.6 24.9

1983 28.2 21.4 33.3 21.4

1984* 32.0 24.3 35.4 24.9

ACTUAL REALSINPUT
CONVERTED TO CURS

FORECASTREALS INPUT
CONVERTED TO CURS

CONSTRUCTION

Note: PublishedDataoriginally in Real(1972and1977)dollars
ActualConvertedtoCurrent$:

1980:1980(72$)/1979(72$)X1979(Cux$)=26.6

1981: 1981(77$)/1980(77$)X1980(Cur$)=29.3

1982: 1982(77$)/1981(77$)X1981(Cur$)=34.2
1983: 1983(77$)/1982(77$)X1982(Cur$)=28.2

1984: 1984(77$)/1983(77$)X1983(Cuz$)=32.0

~*B1gjumpin OtherCommercialConstructioni

wasconvertedto anannualtrendof theaboveinputsin Current$.

ForecastConvertedtoCurrent$:

1982:1982(72$)/1981(72$)X1981(Cur$)=38.8

1983: 1983(77$)/1982(72$)X1982(Cur$)=33.3

1984: 1984(77$)/1983(72$)X1983(Cur$)=354

Sum (F-A)2: 1806.61

Average(F-A)2: 77.22

StandardError of Forecast:

(SquareRootof AboveAverage)

Source: New Construction Put in PIace.~Trendsark! Pa,/eclions(Years 1970-80) and Value ofNew Construction Put in Place(Years 1981-4). I/S Industrial Outlook, Years 1979-86.
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SEASONALADJUSTMENTUSING THE X12PROCEDURE
TammyJacksonandMichaelLeonard

SASInstitute, Inc.

Introduction

The U.S. Census Bureau has developed a new
seasonal adjustment/decomposition algorithm
called X-12-ARIMA that greatly enhances the old
X-11 algorithm. The X-1 2-ARIMA method
modifies the X- 11 variant of Census Method II by
J. Shiskin A.H. Young and J.C. Musgrave of
February 1967 and theX-1 1-ARIMA program
based on the methodological research developed by
Estela Bee Dagum, Chief of the Seasonal
Adjustment and Time Series Staff of Statistics
Canada, September 1979. The X12 procedure is a
new addition to SAS/ETS software that
implements the X- 12-ARIMA algorithm developed
by the U.S. Census Bureau (Census X12). With the
help of employees of the Census Bureau, SAS
employees have incorporated the Census X12
algorithm into the SAS System. The X12
procedure was experimentally introduced in
Release 8.0, and after careful testing it was
introduced for production in Release 8.1. It has
since been enhanced for Release 8.2.

There have been numerous papers on the X-12-
ARIMA algorithm. This paper provides a brief
summary of thealgorithm with references for the
interested reader. It also summarizes thebenefits
of using the SAS System for Census X-12 seasonal
adjustment/decomposition, briefly describes how to
use the Xl2 procedure, and provides examples that
compare the Census X-12 program to theX12
procedure. More details of the Xl 2 procedure can
be found in the SASIETS UsersGuide,Release8.1.

The X12 Procedure Summary

The Xl2 procedure seasonally adjusts monthly or
quarterly time series. The procedure makes
additive or multiplicative adjustments and creates
an output data set containing the adjusted time
series and intermediate calculations.

The X- 12-ARIMA program combines the
capabilities of the X-1 1 program (Shiskin, Young,
and Musgrave 1967), the X-1 1-ARIMA/88
program (Dagum 1988), and introduces some new
features (Findley et al. 1988). Thus, the X-12-
ARIMA program contains methods developed by
both the U.S. Census Bureau and Statistics Canada.
The four major components of the X-12-ARIMA

program are regARIMA modeling, model
diagnostics, seasonal adjustment using enhanced
X-1 1 methodology, and post-adjustment
diagnostics. Statistics Canada’s X-1 1 method fits
an ARIMA model to the original series, then uses
the model forecast and extends the original series.
This extended series is then seasonally adjusted by
the standard X- 11 seasonal adjustment method.
The extension of the series improves the estimation
of the seasonal factors and reduces revisions to the
seasonally adjusted series as new data become
available.

Seasonal adjustment of a series is based on the
assumption that seasonal fluctuations can be
measured in the original series (0,, t = 1,..., n) and
separated from the trend cycle, trading-day, and
irregular fluctuations. The seasonal component of
this time series, S,, is defined as the intrayear
variation that is repeated constantly or in an
evolving fashion from year to year. The trend cycle
component, C,, measures variationdue to the long-
term trend, the business cycle, and other long-term
cyclical factors. The trading-day component, D,, ~5

the variation attributed to the composition of the
calendar. The irregular component, I,, is the
residual variation. Many economic time series are
related in a multiplicative fashion (OFS,C,D,I,) and
others are related inan additive fashion (O,—S, + C,
+ D, + I,). A seasonally adjusted time series, C,!, or
C, + 1,, consists of only the trend cycle and
irregular components.

Summary of Usage

The X12 syntax contains the following statements:

PROCX12 options;
BY variables;
ID variables;
TRANSFORMoptions;
ESTIMATE;
IDENTIFY options;
REGRESSION options;
ARIMA options;
Xli options;
FORECAST options;
VAR variables;
OUTPUT options;

RUN;
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The PROC X12 statements perform basically the
same function as the Census Bureau’s X-12-
ARIMA specs. Specs or specifications are used in
X- 1 2-ARIMA to control the computations and
output. The PROC X12 statement performs some
of thesame functions as the Series spec in the
Census Bureau’s X-12-ARIMA software. The
TRANSFORM, ESTIMATE, IDENTIFY,
REGRESSION, ARIMA, Xli, and FORECAST
statements are designed to perform the same
functions as the corresponding X-12-ARIMA
specs, although full compatibility is not yet
available.

The online help, online documentation, and printed
documentation describe the Xi2 procedure syntax
in greater detail. The Census Bureau
documentation X-12-ARIMA ReferenceManual
can also provide added insightabout the
functionality of these statements. Appendix A
contains a cross-reference between theX12
procedure and the X-12-ARIMA syntax.

Summary of Benefits

The X12procedure is seamlessly incorporated into
the SAS system. As with other analytical tools
provided by SAS, this incorporation provides the
following benefits:

Data Storage
Data can be efficiently stored in SAS data sets or
warehoused in SAS data warehouses. Once data is
stored in the SAS System, theXl2 procedure and
other analytical procedures can be used to analyze
the data.

Data Preparation
The SAS language (DATA Step) of Base SAS can
be used to prepare generic data for analysis. The
EXPAND procedure of SAS/ETS softwarecan be
used to prepare time series data for time series

analysis, decomposition, adjustment, modeling,
and forecasting.

Output Delivery System (ODS)
ODS allows the outputof the SAS procedures to be
directed to a variety of destinations. These
destinations include HTML (Web pages), Listing
(Output Window), Printer (Network Printer),
Output (SAS Data Set), and others. ODS also
allows the formatof the output to be customizedas
desired. In particular, the output of the Xi2
procedure can be customized to create reports
specific to the needs of the organization.

Graphics
SAS/GRAPH software is the information and
presentation graphics component of the SAS
System. High-quality graphics can be generated for
time series data. In particular, seasonal
decomposition/adjustment graphs can be created
from the data sets created by the X12 procedure.

ApplicationDevelopment
SAS/AF (SCL based) or SAS/WebAF (Java based)
applications can be custom-built for specific data
analysis needs. In particular, applications for
seasonal decomposition/adjustment using the Xl2
procedure and other analyses such as time series
forecasting can be custom-built to address the
specific needs of an organization.

Cross-Platform Compatibility
SAS programs and applications work on most
major operating systems. SAS programs and
applications developed on one platform can be
used on otherplatforms

As shown, the SAS system provides many benefits
for the seasonal decomposition/adjustment.
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Examples of Usage

The following examples compare the syntax and output of the Census X-12 Spec File and the X12
procedure. Bach of the following examples uses twelve years of monthly sales data (SALES). The sales
data is plotted in the graph below.
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date

‘‘fr’l’original

In this first example, the data is log transformed (POWER=0) and time series identification is specified.
The IDENTIFY Spec in the Census X-l2 program is compared to the IDENTIFY statement in the X12
procedure. As can be seen, the syntax is very similar. The IDENTIFY spec/statement determines the
appropriate simple and seasonal differencing as well as tentatively identifying the ARMA(p,q)(P,Q)s
orders.

EXAMPLE 1
Census X-12 SpecFile
series{ start= 1972.07
data=(
112 118 132 129 121 135 148 148 136 119 104 118
115 126 141 135 125 149 170 170 158 133 114 140
145 150 178 163 172 178 199 199 184 162 146 166
171 180 193 181 183 218 230 242 209 191 172 194
196 196 236 235 229 243 264 272 237 211 180 201
204 188 235 227 234 264 302 293 259 229 203 229
242233267269270315 364347312274237278
284 277 317 313 318 374413 405 355 306 271 306
315 301 356 348 355 422 465 467 404 347 305 336
340 318 362 348 363 435 491 505 404 359 310 337
360 342 406 396 420 472 548 559 463 407 362 405
417 391 419 461 472 535 622 606 508 461 390 432
))

PROC X12 Code
data sales;
input sales @ @;
date = intnx( ‘month, 01ju172d, _n_- 1);
formatdate monyy.;
datalines;
112 118 132 129 121 135 148 148 136 119 104 118
115 126 141 135 125 149 170 170 158 133 114 140
145 150 178 163 172 178 199 199 184 162 146 166
171 180 193 181 183 218 230 242 209 191 172 194
196196236235 229243 264272237211180201
204 188 235 227 234 264 302 293 259 229 203 229
242233 267269270315 364347 312274237278
284 277 317 313 318 374413 405 355 306 271 306
315 301 356 348 355 422 465 467 404 347 305 336
340 318 362 348 363 435 491 505 404 359 310 337
360 342 406 396 420 472 548 559 463 407 362 405
417 391 419 461 472 535 622 606 508 461 390 432
run;
proc x12 data=sales seasons=12 date=date;
var sales;

transform(power=0} transform power=0;
identify{diff=(0, 1) sdiff= (0, 1)} identify diff=(0,l) sdiff=(0,1);

run;
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Example2

Continuing from the first example, the ARIMA Spec in theCensus X- 12 program is compared to the
ARIMA statement in the X12 procedure. As can be seen, the syntax is similar. The ARIMA spec/statement
specifies the simple and seasonal differencing as well as theARMA(p,q)(P,Q)s orders.

EXAMPLE 2
CensusX-12 SpecFile PROC X12 Code
series{start=l972.07

data=(
...seedatalinesin exampleI ...

)}

data sales;
input sales @ @;
date = intnx( ‘month’, ‘01ju172’d, 1);

format date monyy.;
datalines;

seedatalinesin example1
run;
proc x12 data=sales seasons=l2 date=date;
var sales;

transform{power=0} transform power=0;
arima {model=(0,1,l) (0,1,1)) arima model=( (0,1,1) (0,1,1));
estimate ( I estimate;

run;

Example 3

Continuing from the second example, the Xli Spec in the Census X-12 program is compared to the Xli
statement of theXl 2 procedure. The Xli spec/statement specifies X- ii decomposition.

EXAMPLE 3
Census X-12 SpecFile PROC X12 Code
series{start=1972.07
data=(
...seedatalinesin exampleI ...

)}

data sales;
input sales @ @;
date= intnx( ‘month’, ‘Oljul72’d, ..n_-l);
format date monyy.;
datalines;

.seedatalinesin exampleI
run;
proc x12 data=sales seasons=12 date=date;
var sales;

transform(power=0 I transform power=0;
arima (model=(0,l,1) (0,1,1)) arima model=( (0,l,1)(0,1,1));
estimate ( } estimate;
xll{} xli;

run;
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Example4

Example 3 has been expanded to include an output statement. SAS/GRAPH is used to plot the original and
seasonally adjusted series contained in the dataset.

EXAMPLE 4
Census X-12 SpecFile PROC X12 Code
series{start=l972.07
data=(
..seedatalinesin example1 ...

) }

data sales;
input sales @ @;
date= intnx( ‘month’, ‘Oljul72’d,
format date monyy.;
datalines;

seedatalinesinexample1

run;
proc x12 data=sales seasons=12 date=date;
var sales;

transform{power=0 } transform power=0;
arima {model=(0,l,l) (0,1,1)) arima model=( (0,1,1) (0,1,1));
estimate { } estimate;
xll{) xli;

output out=out al dl 1;
run;
symboll i=join v=’star’;
symbol2 i=join v=’circle’;
legend! label=none value=(’originai’ adjusted’);

proc gplot data=out;
plot sales_Al * date = I
sales_Di 1 * date = 2 / overlay legend=legendl;
run;
quit;
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ExampleS

Heretheresultsfrom Example3 aredirectedto HTML files usingtheSASOutputDelivery System(ODS).

EXAMPLE 5

CensusX-12 SpecFile PROC X12 Code
series(start=1972.07
data=(
.seedatalinesin example1 ...

) }

datasales;
input sales@ @;
date= intnx( ‘month’, ‘01ju172’d,
formatdatemonyy.;
datalines;

.seedatalinesin example1

run;
Odshtml file=”out.html”

contents=”out_index.html”
frame=”ouLframe.html”;

procxl2 data=salesseasons=l2date=date;
var sales;

transform{power=0} transformpower=0;
arima{model=(0,l,1)(0,l,l)} arimamodel=((0,1,1)(0,1,1));
estimate{ } estimate;
xll{l xli;

run;
odshtmlclose;
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Conclusion

The Xi2 procedure of SAS/ETS software is an
adaptation of the U.S. Bureau of the Census X-12-
ARIMA Seasonal Adjustment program. The X12
procedure is fully incorporated into the SAS
system. This incorporationpermits the storage and
thepreparation of data for subsequent analysis and
for thepresentation of the analysis using high-
quality graphics, customized reports, and
applications.
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Appendix A — Cross Reference of PROCXl 2 and X- 1 2-ARIMA Syntax

IDENTIFY

REGRESSION

DIFF=
SDIFF=

Used to identify theARIMA portion
of the model using seasonal and
nonseasonal differencing
Orders of nonseasonal differencing
Orders of seasonal differencing

reg information for regARJMA
model
List of predefined regression
variables: CONSTANT, LOM,
LOMSTOCK, LOQ, LPYEAR,
SEASONAL, TD, TDNOLPYEAR,
TD1COEF, TD1NOLPYEAR

ARIMA modeling information
Specify an ARIMA model
(p d q)(P D Q)s using Box-Jenkins
notation (ifs is omitted, s=seasons)

Estimatesthe regARIMA model
specified by the regression and
arima statements

identify{ I

regression{ I

diff=
sdiff=

SAS (V. 8.2)
STATEMENT

SAS OPTION DESCRIPTION CENSUS
SPEC

CENSUS
ARGUMENT

PROC Xl2 Mostly data specifications series{)
DATA= Should specify the input data set data=
DATE= Date variable name none equivalent
START= Date of 1St observation start=
SPAN= (monyy,monyy) or (‘yyQq’,’yyQq’) span=
SEASONS= 4 for quarterly, 12 for monthly data period=
INTERVAL= QTR or MONTH period=
NOPRINT Suppress all printing All specs print=none

TRANSFORM Transform or prior adjust series transform{ I
POWER= Box-Cox power transformation

parameter
power=

FUNCTION= Transformation specified by name:
NONE, LOG, SQRT, INVERSE,
LOGISTIC, AUTO

function=

Xll Seasonal adjustment info xll{)
MODE= MULT, ADD, LOGADD,

PSUEDOADD
mode=

SEASONALMA= Seasonal moving average used to
estimate seasonal factors: S3Xi,
S3X3, S3X 5, S3X9, S3X15,
STABLE, Xl 1DEFAULT, MSR

seasonalma=

TRENDMA= Value for Henderson moving
average

trendma=

OUTFORECAST Appends forecasts to tables A6, A8,
A16, Bl, D10, and D16

appendfcst=yes

ARIMA

ESTIMATE

PREDEFINED=

MODEL=
((p d q)(P D Q)s)

arima( I

estimate{ I

variables=

model=
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BY SAS standard statement to specify
variables used in By-Group
processing

none
equivalent

FORECAST Control forecast options forecast{
LEAD= The number of periods ahead to

forecast

maxlead=

VAR SAS standard statement to specify
the time series variables to be
adjusted/forecast

ID SAS standard statement to specify
variables used for identification
purposes only

OUTPUT Information for output datasets for
time series

out= SAS-data-set name
Al Original series seriesf } save=(span)
A6 regARIMA trading day component regression{ } save=~(tradingday)
A8 regARIMA combined outlier

component
regression{ I save=(outlier)

B 1 Prior adjusted or original series xli } save=(adjoriginal)
C17 Final weight for irregular

components
xl l{j save=(irrwt)

DS Final unmodified S-I rations xli {} save=(unmodsi)
D9 Final replacement values for

extreme S-I rations
xli (I save=(replacsi)

DiD Final seasonal factors xII{ }______ save=(seasonal)
D1OD Final seasonal difference xli{ I______ save=(seasonaldiff)
Dii Final seasonally adjusted series xll( }______ save=(seasadj)
D 12 Final trend cycle xli }______ save=(trend)
D13 Final irregular series xii{ }______ save(irregular)
D16 Combined adjustment factors xll{ }______ save=(adjustfac)
D16B Final adjustment differences xll{ )______ save=(adjdiff)
D18 Combined calendar adjustment

factors
xli { I save=(calendar)

ES Percent changes inoriginal series xli (} save=(origchanges)
E6 Percent changes in final seasonally

adjusted series
xli (1 save=(sachariges)

E7 Differences in final trend cycle xl 1 { I save(trendchanges)
MVI Original series adjusted for missing

value regressors
series( } save=(missingvaladj)

Missing values are automatically imputed.

236



ExperiencesWith Placing ERS Food CPI and Expenditure ForecastsOn the Web

Annette Clauson
Economic Research Service, U.S. Department of Agriculture

Along withenergy prices, food prices are the most volatile consumerprice category that the U.S.
government tracks. The only government entity that systematically examines food prices and provides
food price forecasts is the Economic Research Service. As the forecaster of the Consumer Price Index
(CPI) for several food categories, I developed a briefing room, Food Market Indicators, for the ERS web
site three years ago. Along with the food CPI forecasts, this briefing room contains timely data on food
expenditures, average retail food prices, food markets data, and food cost review data. Currently, this
briefing room is the second most popular briefmg room site on theERS web site. In this session Iwill
discuss my experiences ofplacing timely government forecasts and data on the Internet and the
expectations of the customers and users of the data and information. Iwill also address our agency
procedures for placing and posting forecasts on the ERS internetweb site.
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The DataWeb and DataFerrett: AccessingData via the Internet

Bill Hazard
U.S. CensusBureau,U.S. Departmentof Commerce

TheDataWebis theinfrastructurefor intelligentbrowsingandaccessingdataacrosstheInternet. The
DataWebbringstogetherunderoneumbrellademographic,economic,environmental,health,andother
datasetsthatareusuallyseparatedby geographyand/ororganization.TheDataFerrettis theBrowserfor
theDataWeb. DataFerrett,with its new Java1.3 plug-in,accessesthedataontheDataWebandsupports
metadatasearchesacrosssurveys,on-the-flyvariablerecoding,morecomplextabulations,andgraphicsas
well asotherenhancements.CurrentlytheDataFerrettprovidesaccessto datafromthe CurrentPopulation
Surveyandmanyof its supplements.
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An Assessmentof a “FuturesMethod” Model for ForecastingSeasonAverageFarmPrice for
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Modeling SoybeanPricesin a ChangingPolicy Environment

Introduction

BarryK. Goodwin, North Carolina State University
Randy Schnepf, Economic Research Service, USDA
ErikDohlman, Economic Research Service, USDA

The oilseed products complex is an important
component of the U.S. agricultural sector. In
2000, almost 75 million acres were planted to
soybeans, representing over 29 percent of total
planted acreage, making soybeans second only
to corn in terms of acreage (ERS/USDA, 2000).
Soybean acreage has increased steadily since
1990, when only 58 million acres were planted.

From a historical perspective, soybeans are
rather unique in that they were not eligible for
target-price deficiency payments nor were they
subject to the explicit acreage restrictions of
other program crops. However, the acreage-
idling and base-acreage requirements, as well as
government stock-holding behavior, of other
program crops has indirectly affected soybean
acreage decisions in the past.

Soybeans have been eligible for government
price support loans for the past sixty years. In
recent years, soybeans have benefited from a

high loan rate relative to corn. This, coupled
with eligibility for government marketing loan
gains and loan deficiency payments, has
stimulated production of soybeans.

Comprehension of the various factors
underlying price detennination is essential in
order to understand the effects of policy changes
and other shifts in market factors. Westcott and
Hoffman (1999) considered the effects of market
and policy factors using annual models of U.S.
farm prices for corn and wheat. Their results
confirmed the importance of the stocks-to-use
ratio as an indicator of market supply and
demand conditions. In addition, they used a
number of discrete indicators of changing policy
conditions. These indicators confirmed that
changes in the policy environment can have
important impacts on market prices and may
influence the relationship between supply and
demand factors and prices.

Such models have an important role in the
development and validation of USDA
projections of prices. Each month, the USDA
analyzes major agricultural markets and
publishes annual supply, demand, and price
projections. Simple models relating price to
observable supply and demand factors, such as
the stocks-to-use ratio, are important tools in
assessing predictions of such factors and price
forecasts.

The objective of our analysis is to extend the
models of Westcott and Hoffman (1999) by
considering factors affecting U.S. soybean
prices. We recognize that a more
comprehensive specification of soybean price
determination would incorporate the demand for
soybean’s joint products, meal and oil, in a
larger multi-equation framework. But the goal
of this research is to investigate the potential for
using the simpler, single-equation stocks-to-use
framework as an aid in monthly supply and
demand analysis. Following Westcott and
Hoffman (1999), we focus on the stocks-to-use
ratio as an indicator of market supply and
demand conditions. We also consider policy
variables that may have impacted price
relationships. Westcott and Hoffman (1999)
focused on the 1975-1996 period. In contrast,
we consider a much longer span of data and give
explicit attention to the potential for structural
changes in the relationships between prices and
market factors.

We also focus on an issue not previously
considered in evaluations of the relationship
between the ending stocks-to-use ratio and
prices—the potential endogeneity of these
variables. One would certainly expect that
prices adjust as supply is realized and as total
use changes. However, demand theory suggests
that total use will decline as prices increase—
suggesting the potential for simultaneity
between total use and prices. Even more likely,
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is the possibility that stock holding behavior is
influenced by prices. Low prices typically serve
as an incentive for agents to store a commodity
in the hope that future market conditions will
result in more favorable prices. Thus, ending
stocks will be directly influenced by prices,
making them endogenous in typical models
relating prices to the stocks to use ratio.

The plan of our paper is as follows. The next
section gives a brief review of factors suspected
to be relevant to price determination in the U.S.
soybean market. The third section presents an
empirical analysis of price determinants for
soybeans. We discuss structural change and
endogeneity tests. In addition, we develop a
gradual switching model that endogenizes the
break point and speed of change inherent in the
•structural break. Improvements in the accuracy
of model forecasts allowed by this parameter
switching technique are identified and
discussed. The final section of the paper
includes a review of the analysis and offers some
concluding remarks.

ConceptualIssues

Prices are determined by the interaction of
supply and demand functions. Thus, a reduced-
form expression for prices will relate prices to
factors that influence supply and demand. As
Westcott and Hoffman (1999) note, these factors
are often summarized in the stocks-to-use ratio.
Stocks adjust in response to shocks to supply
and demand. Stocks will decrease in response to
negative production shocks and will increase
when production is high. Total use, which
includes domestic consumption and exports, is
generally more stable and tends to shift
gradually over time. Of course, as we noted
above, both factors may be simultaneously
determined along with prices.

Following Westcott and Hoffman (1999) and
Labys (1973), an equilibrium model for a
storable commodity in a competitive market
generally consists of a supply equation, a
demand equation, a stocks equation, and an
identity describing equilibrium. Supply (S) is a
function of price (p) (or, more accurately,
expected price) and factors (z) reflecting
production shocks:

S~= S(Pt,Zt). (1)

Demand (D) is a function of prices and other
demand shifters (y):

D~= d(p~,ye). (2)

Stocks (K) are influenced by prices and possibly
other factors (v) reflecting storage costs and
capacity constraints:

K~= k(p~,vi). (3)

Market equilibrium requires S~- - = 0.
This allows us to solve for a price-dependent
reduced form expression that is a function of
stocks and supplyand demand shifters:

Pt =ftK~,Zt,Yt). (4)

Supply and demand shifters will include
variables indicating changes in policy regimes
as well as factors affecting weather and demand
shocks. As noted above, it has become common
to consider stocks in terms of the size relative to
total usage. Thus, a common specification
includes K~/D~,though, as we noted earlier in
this paper, such a specification does not really
represent a reduced form and thus may be
subject to simultaneous equation biases.
Further, to the extent that stock holdings are
influenced by prices, K~may also be endogenous
to price.

In their analysis of corn and wheat prices,
Westcott and Hoffman (1999) regressed prices
(in logarithmic terms) on the logged ratio of
total year-end stocks to use, the ratio of CCC
held stocks to use, an interaction term that
included a dummy variable representing the
years 1978-85 and loan rate, and a dummy
variable for 1986--- a year that was revealed to
be an outlier in preliminary analyses. The years
1978-85 were singled out as a period when
government intervention via the Famer-Owned
Reserve (FOR) program, with high release
prices and high loan rates relative to market
prices, isolated significant amounts of corn and
wheat from the market. Their wheat equation
also included feed use and corn prices in the
summer months, while excluding the 1986
dummy variable. Their empirical results
confirmed a strong inverse relationship between
the stocks to use ratio and price.
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Empirical Analysis

We begin with a simple regression analysis of a
form similar to that used by Westcott and
Hoffman (1999) in their analysis of corn and
wheat prices:

P~= Vo + Bi*(Kt/U~)+ 22*LDP + 23*Drought~+

~4*LoanRate + ~s*LoanRate*D7885 (5)

where all continuous variables are in
logarithmic terms, LDP is a discrete indicator
for the years in which significant loan deficiency
payments were in made (1998 and 1999),
Drought is a discrete indicator variable for
drought years (1980, 1983, and 1988), and D78.
~ is a discrete indicator representing the period
1978-85. Westcott and Hoffman (1999) found
that government programs had the most
significant effect on prices during this period.

Data were collected from a variety of USDA
sources. (An exact list of sources as well as the
original estimation data are available from the
authors on request.) The data .span the period
from 1942-1999. The soybean price is the
season average price received by U.S. farmers.

Stocks, denoted in Table 1 as Stocks4, are
ending stocks.

Estimates of the equation 5 (Model I) are
presented in Table 1. Although the results
suggest that this simple regression equation
explains a considerable proportion of the
variation in U.S. soybean prices, there are
several reasons to question this specification.
These concerns are related to structural shifts
that may have occurred during the estimation
period, the issue of price deflation, and
endogeneity of stocks to use.

For example, one surprising result is that the
overall stocks-to-use ratio does not appear to
significantly influence soybean prices. The
coefficient, though negative, is not statistically
significant. For a shorter period of data (1975~
1996), Westcott and Hoffman (1999) found a
strong negative relationship between the stocks-
to-use ratio and price, as would be expected. An
examination of the data provides an explanation
for this result.

Figure 1 illustrates the relationship between the
stocks-to-use ratio and prices. Aclear structural
break in this relationship appears to have
occurred around 1973. To the extent that this
break is ignored, the estimates will suffer from
specification biases.

Figure 1—Historical relationship betweensoybeanprice and stocks-to-use.
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Table 1. OLS Estimatesof SoybeanPrice Model
Variable Model I Model II Model III
Intercept 0.1458 (0.1195) -3.0196 (0.5553)* • 1.5416 (1.6075)
Drought 0.2195 (0.1620) 0.2639 (0.1268)* 0.0871 (0.1315)
(Loan Rate)*D78.ss -0.0206 (0.0740) 0.0421 (0.0589) 0.0341 (0.0539)
LDP -Q.3338 (0.1938)* -0.2515 (0.1522)* -0.2921 (0.1411) *

Loan Rate 1.0718 (0.1124)* -0.2295 (0.2385) -0.0607 (0.2274)
Stocks4/Use -0.0102 (0.0494) -0.0227 (0.0389)
Stocks1fUse ~ -0.6323 (0.21 12)*
PPI~.1 1.1250 (0.1935)* 0.9966 (0.1826)*

“Adjusted R2
- 0.7396 0.8353 o.8598

Wu-Hausman Test 9.3025 [0.0037]*,
Chow Test at 1972/73 21.6300 [0.00011*
Note: Stocks1= l~Lquarterstocks; Stocks

4
= endingstocks. Numbersin parenthesesare standardelTors. Numbersin bracketsare

probabilityvalues.Asterisksindicatestatisticalsignificanceat the V 0.10 or smallerlevel.

A standard Chow test of the significance of this
break was applied and found to be very
significant, with an F-value of 21.6, which
exceeds the critical values at all conventional
levels of significance. We are unable to test for
change in the drought, LDP, and loan rate—
dummy variable interaction since these variables
are all zero in the early (pre-1973) regime.

Another estimation issue involves the fact that
nominal prices are the target of the analysis, and
yet no adjustments are made for possible
movements in the overall price level. The issue
of deflating agricultural prices to account for
movements in overall prices is a tricky one. It is
widely recognized that real (i.e., deflated)
agricultural prices have trended downward over
time, although the general levels of nominal
(non-deflated) prices have not changed
significantlyover time.

To account for inflation, we considered an
alternative specification (Model II) that adds an
indicator of the overall price level---the farm
producer price index. The PPI was lagged one
period to obviate any additional endogeneity
concerns. This is of minor significance in light
of its role as an indicator of long-run aggregate
price movements.

This is a flexible alternative to actually deflating
the prices since this specification nests a
situation of actual deflation (implied by a
coefficient value of 1) as well as any other
adjustment that may be xmore suitable. The
results would seem to suggest that the loan rate

and the PPI are highly correlated. The loan rate
loses its statistical significance in the new
specification while the producer price index is
significant with a value reasonably close to one.
The in-sample explanatory power of the
amended specification appears to be
considerably higher than the simple
specification.

Finally, in addition to possible mis-specification
concerns regarding struëtural change and
movements in aggregate prices, the
aforementioned issues relating to the possible
endogeneity of the stocks-to-use ratio are
relevant to an evaluation of the simple
specification. As we have noted, conceptual and
intuitive considerations lead one to suspect that
the ending stocks-to-use ratio may be jointly
determined with prices. To evaluate this
possibility, we consider standard Wu-Hausman
tests of endogeneity. We assume that the ratio
of the 1tt~quarter stocks (December of the
September-August crop year) to the preceding
year’s use (referred to as Stocks1/Use~1in Table
1) is exogenous to farm prices received. We use
this as an instrument for ending stocks and
conduct the Wu-Hausman test for endogeneity.
The results are somewhat startling—the Wu-
Hausman test strongly confirms the significance
of endogeneity. The test statistic is 9.3, which
exceeds the Chi-square critical value at
conventional levels of significance. When the
ending stocks-to-use ratio is replaced by this
instrument (Model III), the stocks-to-use ratio
reveals strong statistical significance and the
expected negative effect on prices.
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In summary, our results raise important
concerns about the simple specification that uses
ending stocks to use and ignores structural
change. This is not to say that earlier papers
(e.g., Westcott and Hoffman (1999)) necessarily
ignored structural change. On the contrary,
their focus on later periods of data for analysis
reflects a recognition of the structural change
issue. An analysis of shifts in the relationship
between the stocks-to-use ratio and prices
confirms a structural break that appears to have
occurred in 1973. In addition, our intuition that
the ending stocks-to-use ratio may be jointly
determined with price is confirmed, suggesting
the potential for biases in empirical results that
ignore this issue.

A Switching Model of Structural Change

A variety of methods for modeling structural
change have been proposed in the literature.
Almost all such methods entail a shift or break
in parameters over time. The simplest case
involves the standard Chow test, in which a
break at a predetermined point in the data is
assumed. Of course, a problem associated with
such an approach is that the timing of such a
break must be known a priori. Alternatives to
specifying the break prior to the test involve
searching for the most significant break over a
range of possible dates. Recent research by
Andrews (1993) has demonstrated that
conventional inference procedures are not
applicable in such cases. In particular, the
resulting Fstatistic is a supremumvalue over the
range defined by the search space. The
distribution of a sup(F) is not the same as a
standard F and thus alternative inferential
procedures are needed.

In addition to the issues associated with
searching for a break point, conventional
methods for modeling structural change are
limited by the fact that they typically assume
that such change occurs instantaneously.
Although abrupt structural shifts are certainly
possible, one would expect that gradual
structural change is more likely to occur in
economic relationships. Thus, a method which
allows the data to choose the break point and the
speed of adjustment between regimes is

desirable. In this vein, we utilize a gradual
switching regression method.

Gradual switching regressions were introduced
by Tsurumi, Wago, and flmakunnas (1986). In
contrast to their approach, we utilize a smooth
transition function to represent the speed and
timing of a structural shift between regimes.
The use of transition functions as a means for
modeling structural shifts was introduced by
Bacon and Watts (1971). In our analysis, we
allow the shift to occur gradually and identify
the timing and speed of the shift using our
estimation data. In particular, we represent
structural change in terms of a shift in the
parameter set from 2(1) to2(m. A mixing term 8~,
that is constrained by construction to lie in the
open interval (0,1), is used to represent shifting
between rOgimes. Our specification of the
mixing problem allows us to rewrite the simple
regression relationship considered above y = XB
as:

Yt = (1-81)X~3~+ 8~X~3~+ e1.

The mixing term 8~is given by:

8~= M((t-:)ftD) t = 1,...,N;

(6)

(7)

where M is the normal cumulative distribution
function (cdt) and: and c1 are parameters to be
estimated. Our smooth transition function
approach has much in common with the smooth
threshold modeling techniques of Terasvirta
(1994). A similar approach to specification and
estimation is undertaken there, though in that
case observations may switch between regimes
more than once. In our approach, the regime
switch is permanent.

Note that : represents the observation lying one-
half way between regimes 1 and 2 (i.e., for
which 8~= 0.50). The bandwidth parameter b
represents the speed of adjustment between
regimes, with larger values of ‘I corresponding
to more gradual adjustments between regimes.
Note that lim~.,,.~M(x)= 1 and lim~,,.~M(x)= 0.
(In reality, all observations fall between regimes
given the asymptotic nature of the transition
function, which never actually reaches zero from
above or one from below.)
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Estimation of the switching regression model
may pose challenges. Though estimation
follows standard nonlinear regression methods,
identification issues may arise as the break point

nears, either end of the data and as the speed of
adjustment becomes very fast (i.e., as 1
approaches zero). We adopt the following
estimation approach in this analysis. We first
consider a standard grid search over possible
values of: and 4. We select the values that
minimize a sum of squared error criterion (or,
equivalently, that maximize an F-test of the
specification against one without structural
shifts). The optimal values of: and 4 are then
used as starting values in a standard nonlinear
regression model.

Estimates of the gradual switching regression
models are presented in Table 2. Two
alternative specifications are considered. The
first includes only loan rates and the stocks-to-
use ratio (using the ratio of Vt~quarterending
stocks to last year’s use). The second includes
dummy variables representing drought years and
the LDP as well as the producer price index.
(Note that we do not allow the parameter on the
producer price index to shift. Estimates of such
a specification were numerically unstable.) In
both cases, the : estimates for both models
indicate a strong and immediate structural break
centered at observation number 31,
corresponding to 1972. Furthermore, the c1
estimates are quite large (0.89 in Model l and
‘0.87 in Model ‘2) suggesting a very rapid
adjustment phase of approximately 2-3 years.
Thus, the results are consistent with the Chow
tests reported earlier as well as with earlier
research that has argued in favor of structural
breaks at this point in time. The speed and

timing of the structural shift in the two single-
equation models is illustratedin Figure 2.

The gradual switching model allows us to not
only identify the timing and speed of structural
shifts but also to characterize the nature of the
shifts. In both models, the results suggest that
the negative influence of the stocks-to-use ratio
is much stronger in the latter period. In Model
1, the coefficient changes from -0.42 in the early
regime to -0.70 in the latter regime. Likewise, in
Model 2, the shift is from -0.42 to -0.61. The
effect of loan rates on soybean prices also
appears to vary from period to period. In the
first regime, the coefficient on loan rates is
statistically significant with a value of about
0.83. In the second regime, loan rates do not
appear to have influenced’ prices.’ The addition
of discrete indicators for drought and the LDP
program and the inclusion of the producer price
index as an indicator, of general price
movements do not appear to significantly alter
these the results. When local market prices fall’
below the loan rate, the marketing loan program
(LDP) allows producers to capture the price
difference as a payment from the government.
Prior to implementation of the marketing loan
program, when market prices fell below the loan
rate farmers would cede their crops to the
government in return for the loan rate. Thus,
the marketing loan program prevents the loan
rate from acting as a floor for market prices.
This negative effect on avdrage market-prices is
captured by the LDP variable.

figure2— FsliniitedTransitionFunction forSingleEquation
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Table 2. Estimatesof Gradual Swit~hino .cnvhe~inPrice Model
Variable

In summary, the results are largely consistent
with the findings of earlier research. A
structural shift does indeed appear to have
characterized market price relationships in the
reduced form model of soybean farm prices.
The shift appears to have occurred at about
1972-73 and appears to have been very rapid.

Concluding Remarks

An understanding of fundamental reduced form
relationships among variables important to
supply and demand and market prices is
important to commodity and policy analysts.
This paper reports on an analysis of such market
relationships for soybeans. Following earlier
research, we considered a simple regression
model for annual soybean prices that included
the stocks-to-use ratio, the loan rate, and a
number of discrete indicators of policy. We
pursue two distinct issues in our consideration of
this relationship.

The first involves explicit modeling of structural
change. A primary focus of our analysis
involved the identification and characterization
of structural shifts. We utilize models of
discrete structural breaks as well as an
alternative gradual switching regression
approach that permits change to occur
gradually. Our results confirm the significance
of an abrupt structural break that occurred at
about 1973-74. The timing and speed of the

adjustment were robust over a number of
alternative specifications. The results suggest
that soybean prices have become more sensitive
to relative stocks.

A second focus of our analysis involves the
potential endogeneity of the stocks-to-use ratio
and prices. Theoretical considerations of
stockholding behavior suggest that stocks will be
affected by prices. Likewise, total use should be
negatively influenced by prices. We conduct
explicit tests of this endogeneity and confirm
that significant biases may arise if the
endogeneity of the stocks-to-use ratio is ignored
in a reduced form price equation.

The early 1970s was a period of significant
changes in world agricultural markets when
nearly two decades of fairly stable commodity
prices ended with a dramatic spike. This
tumultuous period was marked by an unexpected
surge in world grain demand and trade, coupled
with poor harvests and rapid, dynamic
macroeconomic changes (Riley; 1996). An
emergence of international markets from the
post-Bretton Woods period enhanced
international trade in agricultural commodities.
In addition, significant development of soybean
production in other competing (Southern
Hemisphere) markets occurred during this
period. Thus, it is not surprising that structural
relationships for soybean prices appear to have
shifted during this period.

Model 1 Model 2
30.8841 (0.2149)* 30.8562 (0.1933)*
0.8879 (0.2966)* 0.8678 (0.2679)*

Regime I: Intercept 3.0207 (1 .0552)* 3.0677 (0.9966)*
Regime I: Loan Rate 0.8300 (0.1932)* 0.8390 (0.1939)*

• ~!~‘!~~i ~L’~’2t-L) -0.4162 - (5)* ~O.~11- - (0.1346)” - - -.
Regime II: Intercept 6.6061 (0.9069)* 5.9957 (1.1540)*
Regime II: Loan Rate -0.0427 (0.0987) -0.0027 (0.1120)
Re~rnell:(Stocks1/Use1.j) -0.7042 - -°_~.‘27_- - - - -.

Drought 0.0781 (0.701)
LDP -0.2451 (0.0652)*

~:L’1~)
Adjusted R2

0.9598 0.9695
Note: Regime I represents the pre-switching estimates; Regime II represents the post-switching estimates.
Stocks1 =

1
st quarter ending stocks. Numbers in parentheses are standard errors. Numbers in brackets are

probability values. Asterisks indicate statistical significance at the V = 0.10 or smaller level.
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Future research will consider the development of
explicit tests for structural change in the gradual
switching context. These tests are complicated
by the widely recognized problem of a set of
parameters that are unidentified under the null
hypothesis of no structural change. A variety of
tests have been developed for such cases by
Hansen (1997). Subsequent work will involve
the application of these tests to the results
presented here.
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AN ASSESSMENTOF A “FUTURES METHOD” MODEL FOR FORECASTING
SEASON AVERAGE FARM PRICE FOR SOYBEANS

Erik Dohiman, Linwood Hoffman, Randall Schnepf,andMark Ash,U.S.Departmentof
Agriculture,EconomicResearchService

Introduction

The U.S. Department of Agriculture (USDA), in its
efforts to provide reliable market information on
agricultural products, develops short-run forecasts of
production, use, and trade for numerous agricultural
commodities, including soybeans. Based on expected
supply and demand conditions, USDA also issues
forecasts of annual commodity prices on a monthly basis,
and these projections are used as an important planning
tool by both the private and public sectors. For producers,
forecasts of season-average farm price (SAFP) can affect
marketing decisions. Furthermore, producers and users of
agricultural commodities rely on forecasts to manage
income and price risk. For policy-makers, accurate
forecasts can be important for budgetary purposes related
to farm programs.

Given the importance of price forecasts to market
participants, the objectives of this study are twofold.
First, we construct an alternative set of monthly soybean
season-average farm price forecasts using the “futures
method” model previously developed by Hoffman and
Davison (1992), and assess the accuracy of these forecasts
by comparing them with actual season-average farm
prices during crop years 1981/82 to 1998/99. Second, we
compare the accuracy of futures method forecasts to those
published monthly by USDA in the World Agricultural
Supply and DemandEstimates(WASDE) report. Our
aim is to determine whether the futures method represents
a generally reliable approach to forecasting commodity
prices, as well as to provide an overall assessment of
WASDE and futures method forecast accuracy.

In addition to our main objectives, we also explore
whether the accuracy of futures forecasts improves when
futures markets gain access to new information from the
most recent WASDE report. That is, are forecasts based
on futures prices immediately following the release of
WASDE more accurate than those made just prior to the
WASDE release. Intuitively, this makes sense. WASDE
SAFP projections represent the sum of all publicly
available market-related information, but some of this
information, such as USDA National Agricultural
Statistics Service (NASS) survey-based data on crop
yields, are not made available to the public until the
WASDE’s release. Although market participants may

anticipate this information, futures forecasts
following the release of the WASDE should
represent the most up-to-date composite of public
and privately held information. To test this
conjecture, we develop two separate forecasts of
SAFP using the futures method — one based on
futures price data available prior to the release of
WASDE, and the other based on futures price data
immediately following the release of WASDE.

The following section describes the method used to
develop monthly forecasts of annual season-average
soybean prices with futures, and illustrates the
method with a November 1999 forecast for the
1999/2000 crop year. We then compare the
historical accuracy of the futures forecasts with
WASDE forecasts by calculating the mean absolute
percentage error (MAPE) of the forecasts during
crop years 1981/82 to 1998/99. Next, the average
(1981/82 to 1998/99) absolute percentage error for
each forecast month is examined separately to see if
there is any pattern to differences between the
alternative forecasts over the course of the crop
year. We conclude with a brief summary.

Overview of FuturesForecastingMethod

Using the futures method, forecasts of monthly
average prices received by U.S. farmers are made
for each month of the crop year starting with
September. Price forecasts for each month of the
crop year are initially based on the current month’s
futures price for the nearest contract maturing after
the month being forecast (referred to as the “nearby
futures contract”).

Most market participants understand that the futures
market is a composite indicator of anticipated
supplies and demands and that current futures prices
therefore provide important information about cash
prices on future dates. However, participants also
need to be able to forecast a price at the location and
time when they plan to buy or sell. Thus, they need
to predict the “basis,” the difference between the
futures price and the local price.
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The futures method employed here uses an historical
monthly average basis (historical monthly farm price
received minus historical monthly average futures price
for the nearby contract) that is subtracted from the current
nearby futures prices to yield a monthly U.S. average
farm price forecast for each month of the crop year. The
12 monthly price forecasts are then multiplied by their
five-year historic share of annual marketings and summed
to produce a weighted season-average farm price forecast.
As estimated monthly farm prices become available, the
predicted season-average farm price becomes a composite
ofactual and forecasted prices.

Basis

The difference between a farm (henceforth “cash”) price
received at a specific location and the priceof a particular
futures contract is known as the basis. The basis tends to
be more stable orpredictable than either the farm price or
futures price. Factors that can affect the basis include
local supply and demand conditions for the commodity
and its substitutes, handling costs, transportation and
storage costs, and market expectations. Thebasis used in
this analysis is a composite of these factors and represents
an average of U.S. conditions.

The basis in this study is defined as the difference
between the monthly U.S. average cash price received by
producers and the monthly average settlement price for
the nearby futures contract. For example, the September
basis is the difference between the September average
cash price received by producers less September’s
average settlement price of the November futures
contract. A five-year moving average of these bases, used
to eliminate distortions that may occur in any given year,
is updated at the end of each crop year. Thus, data for the
1976 through 1980 crop years establish the historical
basis used to develop the 1981 crop year futures forecast.

Data

Historical daily soybean futures settlement prices for crop
years 1976 to 1999 are obtained from TechToolsdata
service. Historical cash prices were acquired from
USDA’s (NASS) Agricultural Prices, and weights for
monthly marketings were obtained from USDA’s (NASS)
Decemberissues of Crop Production (prior to 1998) and
November issues of AgriculturalPrices(1998to present).

Procedureand Illustrationof futuresmethod

Table 1 illustrates the method used to forecast the
1999/2000 crop year season-average soybean price in
November 1999. Although the futures method forecast
for 1999/2000 has been updated through August 2000, we
present the November 1999 forecast to more clearly

illustrate that SAFP forecasts are, in general, a
composite of actual and forecasted monthly prices.
It should be noted that our assessment of the
accuracy of the futures method for crop years
1981/82 to 1998/99 is based on all twelve monthly
forecasts for each year. Recall that we use the
futures method to produce two alternative forecasts
of the SAFP — one using a two-day average futures
settlement price available just prior to the release of
that month’s WASDE, and one using a two-day
average settlement price following the WASDE
release. For simplicityof presentation, only the first
(pre-WASDE) forecasts are shown in Table 1.

Seven steps are involved in the forecast process,
illustrated here with the November 1999 forecast of
the 1999/2000 crop year SAFP:

1. Futures settlement prices are gathered for the
contracts that will mature during the
forthcoming year (line 1). When pre-WASDE
settlement prices are used, the two-day average
futures price for the January, March, May, July,
and September (2000) contracts available on
November gth and

9
th were selected (WASDE

was released on November 10). Estimates of
actual monthly prices received are available
from NASS and used for September and
October 1999. The October 1999 price
represents a mid-month estimate published in
that month’s issue of Agricultural Prices (the
price is updated the following month). The
November 1999 contract is not used for reasons
discussed below.

2. The monthly futures prices are based on the
settlement prices of the nearby contracts. For
example, the futures prices for November and
December represent the November (gth and

9
th)

average settlement price of the nearby January
contract. The futures prices for January and
February are based on the November settlement
prices for the nearby contract for those months
(March). During months in which a futures
contract matures, the next contract month is
used because futures contracts are affected by a
decline in liquidity during the month of
maturity. Although the September 2000 futures
contract falls outside of the current crop year,
this contract is used to establish the monthly
futures price for August 2000.

3. A five-year moving average of the basis (cash
prices minus the monthly average settlement
price for the nearby futures contract) for each
month is entered (on line 3).
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Table 1— Futuresforecastof U.S.soybeanseason-averagefarm price, 1999/2000crop year(November 1999)

Item Sep Oct Nov Dec Jan Feb Mar Apr May June July Aug Sep

Dollars/Bushel

1. Current futures price 1/
by contract 4.81 4.87 4.93 4.98 4.97 5.03

2. Monthly futures price
based on nearby contract

4.81 4.81 4.87 4.87 4.93 4.93 4.98 4.98 4.97 5.03

3. Plus the historical basis
(cashlessfutures)2/ -0.07 -0.25 -0.30 -0.23 -0.18 -0.19 -0.26 -0.26 -0.26 -0.20 -0.11 0.04

4. Forecast ofmonthly
average farm price 4.51 4.58 4.69 4.68 4.67 4.67 4.72 4.78 4.86 5.06

5. Actual monthly
farm price 4.57 4.49

6. Spliced actual/forecast
monthly farrnprice 4.57 4.49 4.51 4.58 4.69 4.68 4.67 4.67 4.72 4.78 4.86 5.06

Annual price projection

7. Marketing weights
(percent) 6.9 22.8 9.2 7.4 13.6 7.2 7.4 5.6 4.7 4.8 5.4 5.1

8. Weighted average
forecast ($/bushel) 4.64

1/ Contract months for soybeans include: September, November, January, March, May, July, and August.
2/ Data shown here are the 5-year average for crop years 1994-1998.

4. A forecast of the monthly average farm price (line 4)
is computed by adding the basis (line 3) to the
monthly futures prices (line 2), except when NASS
monthly or mid-month priceestimates are known.

5. The NASS monthly average farm price is entered on
line 5 as it becomes available. In this example, the
September price is for the entire month and the
October price isa mid-monthestimate. In December,
the estimate for October would be updated and a mid-
month estimate for November would be included.

6. The NASS price estimates and forecast farm prices
are spliced together in line 6. The November 1999
forecast of SAPP for crop year 1999/2000 will be
based on actual price data for September and
October, and forecasts for the remaining 10 months.

7. A five-year average of monthly marketing shares (in
percents) by soybean producers (line 7) is used to
weight the monthly farm prices (forecast or actual),

yielding the final November 1999 forecast of
the 1999/2000 soybean SAFP (line 8).

The November 1999 forecast of the 1999/2000
SAPP based on pre-WASDE futures information
was $4.64/bushel. Although the actual 1999/2000
SAFP for soybeans is not yet available, this figure
compares very favorably with the most recent
(August 2000) WASDE point estimate of
$4.65/bushel for the current crop year. In the
months following the November forecast, the (pre-
WASDE) futures forecast fell to about $4.55/bushel
before climbing to a peak of just over $4.80 bushel
in May 2000. The futures forecast then began to
converge towards the WASDE estimate in June,
July, and August (Figure 1).

Thefutures forecasts based on post-WASDE release
futures data were all within about 10 cents per
bushel of the pre-WASDE forecasts and the
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difference averaged about 4 cents/bushel. In November,
the post-WASDE forecast was about 10 cents per bushel
lower (at $4.54/bushel) than the pre-WASDE forecast.
The difference is probably due to new information
conveyed by the November WASDE report. USDA
lowered its mid-point forecast of soybean SAFP by 15
cents per bushel due in part to diminished export

prospects. The result was a less accurate forecast of the
probable 1999/2000 soybean SAPP, but one still more
accurate than the November WASDE mid-point
projection of $4.85/bushel.

Compared to the WASDE price estimates, the futures
price forecasts ranged from as much as 20 cents a bushel
above the WASDE mid-point forecast in September 1999
to 31 cents a bushel below the WASDE projection in
November 1999. Since the actual season average farm
price for soybeans has not yet been established and just
one year’s worth of projections are represented here, these
comparisons are somewhat less meaningful than the
historical analysis of forecast accuracy for the crop years
198 1/82 to 1998/99 presented in the next section.

ForecastAccuracyof the futures methodand WASDE
(1981/82to 1998/99)

In this section, we examine the historical (1981/82 to
1998/99) accuracy of soybean SAFP forecasts published
inUSDA’s WASDE reports as well as the accuracy of the
two alternative forecasts developed using the futures
method. This analysis is designed to help us gauge the
general accuracy of the WASDE projections, and to judge

whether the futures method represents a reasonable
alternative approach for developing such forecasts.
Initially, forecast accuracy is assessed by calculating
the mean absolute percentage error (MAPE) for
each forecast (WASDE or futures) over the entire
crop year. That is, for a given crop year, the MAPE
gives the average percentage difference between
each month’s (September through August) forecast
of SAFP and the actual SAFP. We then examine the
average absolute percentage error of the monthly
forecasts. For instance, the average absolute
percentage error for the September WASDE report
is the average of the September forecast errors over
the 18 years examined. It should be remembered
that the WASDE and futures forecasts of SAFP are
composites of projected and actual (NASS estimates
of) monthly cash prices as they become known.

Yearlyforecasterrors(1981/82— 1998/99)

Figure 2 and the accompanying table present the
mean absolute percentage errors for the WASDE
and the futures method for crop years 1981/82 to
1998/99. The MAPE is a summary of monthly
errors during each crop year and therefore masks
fluctuations of the errors over the course of the crop
year. Nevertheless, it provides a general sense of
the overall accuracy of the alternative forecasts as
well as a basis for comparison between the forecast
methods. Since the results for the pre-WASDE and
post-WASDE futures method were similar, figure 2
compares only the pre-WASDE futures forecasts

Figure 1: Forecasts of U.S. Soybean Prices, 1999/2000 Crop Year

—a— •futuree (pre.W ASDE) — ~— tuturea (poet.W ASDE) ~ ASDE

I

254



Figure 2: Mean Absolute Percentage Error (WASDE Vs. Futures Method)
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MeanAbsolute PercentaaeError (1981/82— 1998199)
Crop year 1981 1982 1983 1984 1985 1986 1987 1988 1989
WASDE 1.82 2.67 5.53 5.09 1.98 1.19 7.27 3.49 2.29
Futures (pre) 3.03 3.95 3.14 1.95 0.86 1.17 5.14 3.67 0.85
Futures (post) 2.95 3.88 3.06 1.51 0.56 1.25 4.80 3.27 0.68

Crop year 1990 1991 1992 1993 1994 1995 1996 1997 1998 Mean
WASDE 2.09 1.40 2.17 1.30 2.90 2.48 3.72 1.15 4.72 2.96
Futures (pre) 2.58 1.19 1.51 1.16 1.50 1.80 3.04 2.65 4.97 2.45
Futures (post) 2.26 1.38 1.43 1.44 1.42 1.82 2.95 2.86 5.33 2.38

with the WASDE. The accompanying table provides
the results for all three methods.

TheMAPE for each of the three forecasts ranged from
a low of 0.56 percent for the 1985/86 post-WASDE
release futures method to a high of over 7 percent for
the 1987/88 WASDE projections. By the MAPE
criteria, it appears that the futures method holds a
slight advantage over the WASDE in forecasting
soybean SAFP. The average MAPE over the eighteen
observations was 2.96 percent for the WASDE, 2.45
percent for the pre-WASDE release futures method,
and 2.38 percent for the post-WASDE release futures
method. The WASDE projection out-performed one
or both futures forecasts in eight out of eighteen years,
but in the other years, the WASDE errors tended to

exceed those of the futures method by a fairly large
margin — particularly in 1983, 1984, and 1987.

As indicated in Figure 2, the SAFP forecast errors for
the WASDE and futures method tend to be highly
correlated, generally falling or rising from previous
year’s errors in tandem. In addition, the tendency of
all three forecasts was to somewhat overestimate
soybean season average farm price. For each method,
about 55 percent of the 216 monthly forecasts
overestimated the final SAFP, but the simple mean
error of all monthly forecasts was lowest for the
WASDE (0.17 percent versus 0.36 percent for the pre-
WASDE futures forecasts and 0.30 percent for the
post-WASDE futures forecasts).
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Figure 3: Average forecast error, by month of forecast (1 981/82 -
1998/99)
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Average absolute forecast error, by month of forecast (1981/82 — 1998/99)
Month Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

WASDE 6.35 6.01 5.65 4.31 3.49 2.96 1.98 1.31 0.91 0.71 0.94 0.89
Futures(pre) 6.85 4.84 4.62 2.89 2.16 1.90 1.46 0.99 1.35 0.92 0.83 0.62

Futures(post) 6.39 6.13 3.86 2.59 1.88 1.61 1.40 1.03 1.32 0.96 0.85 0.54

Monthly forecasterrors (September— August)

Not surprisingly, the accuracy of SAFP forecasts for
each method tends to improve over the course of the
crop year, as actual monthly prices are incorporated
into the forecasts. Interestingly, as shown in Figure 3
and accompanying table, the WASDE and futures
method forecasts perform similarly during the first
monthly projection (September) of the crop year
SAFP. The eighteen-year average (of absolute)
September forecast errors ranged from a low of 6.35
percent for the WASDE projection to a high of 6.85
percent for the pre-WASDE futures forecast. In the
following months, particularly November through
March, however, the WASDE projection errors
consistently exceeded the futures forecast errors.
Between November and February, the difference
averaged more than 1 percentage pointpermonth.

Why the WASDE forecast errors exceed the futures
forecasts during these months is difficult to determine.
One suggestion is that over the time period examined
(1981/82 — 1998/99), WASDE projections of (U.S.)
domestic use tended to be underestimated while

ending stocks were overestimated. A look at statistics
on the reliability of monthly WASDE projections
between November and March (1981/82 to 1998/99)
confirm this impression. The expected impact would
be a consistent underestimation of the SAFP, but a
closer look at monthly WASDE forecast errors does
not support this conclusion. The simple average of
errors for November, December, and January were
positive, meaning price forecasts were slightly
overestimated during these months. In any event, this
suggestion does not explain differing magnitudes of
WASDE and futures method forecast errors, only a
potential pattern to WASDE forecast errors (which is
not apparent).

Mother suggestion is that the difference between
WASDE and futures method forecast errors from

November to February may be related to uncertainties
about South American soybean production. Soybean
planting in South America typically occurs in October,
with harvest beginning in March. Less accurate or
timely information on these crops could contribute to
forecasting errors, but again, it is unclear that this
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2
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6)
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Month of Forecast
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would have a greater impact on WASDE forecasts
than thosebased on the futures method.

It should be pointed out that, regardless of the source
of the WASDE forecast errors, the accuracy of
WASDE forecasts made during November through
March have improved significantly during the 1990s,
while those of the futures method have actually
worsened slightly. Compared to the 1980s (1981/82-
1989/90) time period, the average November-March
WASDE forecast error decreased by more than 1
percentage point in the 1990s (1990/91-1998/99),
whereas futures forecast errors increased by a little
more than 0.1 percentage points during the same
interval. This may reflect improved information,
analysis, or modeling efforts by the USDA.

Summary and Conclusion

The goals of this analysis were twofold: to develop
and illustrate the use of the futures method model for
forecasting season-average farm price for soybeans,
and to assess and compare the historical accuracy of
this method with USDA’s farm price forecasts
published monthly in WASDE. Our findings suggest
that both the WASDE and futures method provide
reasonable and generally accurate price forecasts. By
the meanabsolute percentage error (MAPE) criteria,
the futures method slightly outperformed the WASDE
projections, but a simple average of all (216) monthly
forecast errors indicates that the WASDE does not
overestimate the SAFP as much as futures method
forecasts. In addition, there is little to distinguish the
WASDE from the futures method in terms of
beginning-of-the-crop-year accuracy. The futures
method is typically more accurate between November
and March of the crop year, but the differences are
narrowing. Finally, the MAPE of futures forecasts
based on post-WASDE release futures prices are on
average lower than pre-WASDE futures forecasts —
indicating that information conveyed by WASDE
reports improve futures method forecasts — but the
difference is minor.

In conclusion, the futures method of forecasting the
season-average-farm-price of agricultural commodities
represents a useful tool for analysts and market
participants seeking a cross-check to USDA
projections. Future research on the method could
examine alternative methods of estimating the basis
and marketing weights, such as using a five-year
moving olympic average (omitting the high and low
figures) rather than a simple moving average.
Improved estimates of these variables should enhance
the overall accuracy of price forecasts. Another
avenue would be to examine the historical accuracy of

other forecasting tools that have been used to project
commodity prices, such as time series (autoregressive-
integrated-moving-average) models. Using the
ARIIvIA method, Vroomen and Douvelis (1993)
developed forecasts of soybean SAFP for crop years
1989/90 to 1991/92 with results similar to WASDE
and futures method forecasts, but it is unclear whether
the accuracy of this method would be sustained over
the longer run.
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COINTEGRATION TESTS AND PRICE LINKAGES IN WORLD COTTON MARKETS
StephenMacDonald,EconomicResearchService,USDA

Abstract

Cotton is a tradablegood, and the volume of U.S.
trade suggests significant incentives for the
integrationof U.S. andworld cottonmarkets. During
the 1980’s, the U.S. share of world cotton trade
averaged21 percentand the exportedshareof U.S.
cotton productionaveraged48 percent. During the
1990’s,therespectiveshareswere25 and40 percent.
However, cointegrationanalysisof the relationship
between U.S. and world prices finds varying
evidencefor the integrationof U.S. andworld cotton
markets,with the law of onepriceapparentlyviolated
during the1990’s.

Introduction

Before 1985, the U.S. farmpolicy actedto segregate
U.S.farm pricesfrom world pricesthroughhigh loan
rates. Thus,during this period, the accumulationof
U.S. government-ownedstocks servedto preventthe
transmissionof pricesignalsbetweenU.S. andworld
markets. Besslerand Chen, testing the relationship
betweenthe monthly A-Index (world cotton price,
NorthernEurope) and the monthly Memphiscotton
quote in Northern Europe, found the prices were
cointegratedduring January 1980-November1994,
but note that, “Whatever long-run relationshipthat
did exist in thepre-1985data,it wasnot particularly
strong.”

With the implementation of the marketing loan
program,U.S. priceswere freeto adjustto belowthe
loan rate, an important step in market integration.
With the1990U.S. farmlegislation,amechanismfor
expandedU.S. import quotas was created,further
increasing the opportunities for arbitrage between
U.S. and world markets. Events during the 1990’s
have demonstratedthat the market accessprovided
by the special import quotas is real. With 80
consecutiveweeksof special import quotasopening
through May 1997, U.S. cotton imports reached
amounts unmatched in 70 years (MacDonald).
During March-December1996,imports totaledmore
than700,000bales,comparedwith 1,000to 20,000
bales per year during the precedingdecade. In
marketingyear 1998/99the United Statesimported
443,000bales. Since 1995, importshave accounted
for 1.8 percentof U.S. cottonconsumption,compared
with 0.1 percentduringthedecadepreceding.

However, the 1990 legislation also created User
Marketing Certificates for U.S. cotton (a program

generallyreferredto~as “Step 2”). Step2 results in
payments to U.S. mills and exportersusing U.S.
cotton duringperiodswhenU.S. pricesexceedworld
prices,whencertainconditionshold. The magnitude
of the paymentsis determinedby the magnitudeof
the differencebetweenU.S. and world prices. (see
Glade, Meyer, and MacDonald for background).
During the 1990’s, Step 2 paymentsaveraged$199
million per year, ranging from $3 million to $422
million (USDA, Farm Service Agency). Step 2
payments might be expected to weaken the
integrationbetweenU.S.andworld cottonmarkets.

During the 1990’s there was also an important
change in world markets, with the emergenceof
CentralAsia as the largestcompetitorfor theUnited
States. Before 1990, Central Asia’s cotton was
largely consumedwithin the COMECON countries
of EasternEurope and the Soviet Union, and had
limited impact on cotton trading in the rest of the
world. With the economicreorientationof these
countries, and the collapse of Russia’s textile
industry, a new, low-cost competitor of enormous
proportions appeared on world cotton markets.
According to the InternationalMonetaryFund, the
governmentsof major cotton producersin Central
Asia—Uzbekistan and Turkmenistan—acquire
virtually the entire local cotton crop at well below
world prices through either stateorders or export
controls. Thus,CentralAsian cotton is typically the
least expensivecotton available on world markets,
and,with a25 percentshareof world tradeduring the
1990’s,clearly exertsan importantinfluence. Over
the last decade, the accumulated impact of
environmental damage and autarkic economic
policies hasin partresultedin a steadydeclinein the
region’s outputandexports,addinga dynamicfactor
to its influenceon world markets.

In this paper, US. and world cotton prices are
examined for stationarity and cointegration, and
evidenceof structural change since 1991 and the
violation of the law of one price since then is
presented.

PreviousResearch

Bessler and Chen do not report their findings
concerningpricestationarityin their studycovering
1977-93. Baffes and Ajwad report mixed results
using the standard stationarity tests. They find
consistentevidenceof non-stationarityfor 1985-87,
but their testsover 1995-97 show trendstationarity,
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but non-stationarity when a time trend is excluded.
Baffes and Ajwad also apply a variance-ratio test the
results of which point to non-stationarity, and report
that the cumulative evidence supports the conclusion
ofnon-stationarity.

Bessler and Chen found U.S. and world cotton prices
were cointegrated both during 1980-1984 and 1986-
1993. They noted an interval during 1985-86 where
cointegration was evidently not operating, an
interregum that is readily observable in a graph of the
difference between the A-Index and the U.S. spot
price (Figure 1). The disruption caused by the
transition from U.S. price supports through loan rates
to the marketing loan program in place since 1986
affected the relationship between world and U.S.
prices.

While Bessler and Chen find U.S. and world prices
are cointegrated during both time periods, they
qualify their results for 1977-84, citing a failure to
reject weak exogeneity for both series during that
time period.

Baffes and Ajwad do not directly report results for
cointegration, instead analyzing “comovement” given
an assumed cointegration parameter. No
comovement was reported between the A-Index and
the Memphis price over August 1985—December
1987, using weekly observations, but a high degree
of comovement was observed during August 1995—
January 1997. Similarly, they estimate error-
correction models for these two time periods, and
observe no long-run relationship between the A-
Index and the Memphis price in the first period and
the presence of a long-run relationship for the later
period.

Thus, both studies support the conclusion that U.S.
and world prices were not linked during 1985/86 and
were linked during 1986-1991. Both studies used the
Northern European (N.E.) quotes for Memphis cotton
for their U.S. price.

Data

Prices examined in this paper are the monthly August
1986—December 1999 U.S. average spot price

published by USDA’s Agricultural Marketing
Service (AMS) and the A-Index of Northern
European quotes, published by Cotlook Ltd.
Complete descriptions of each price series can be
found in Larson and Meyer, which are summarized
below.

The average spot market price is the average quoted
for the base quality in each of seven U.S. marketing
areas. AMS cotton market reporters gather market
news in person and by telephone, and in the absence
of trading in a particular market, quotations are
determined by prices paid for similar qualities in
other markets. Because spot prices are simple
averages they may be skewed by aberrant prices in
markets with low trading volumes. The base staple-
length of thespot price is 1

1
/
16

th inches.

The Cotlook A-Index® is based on a Liverpool
concept of Middling 1-3/32 inch staple-length cotton.
At the close of trading each day, Cotlook Ltd.’s
Memphis office collects offering prices across the
United States from merchants who trade in the
international market. The Liverpool office collects
similar prices in Europe, and a market value of
various descriptions of cotton is determined daily
from this information (e.g., for U.S. Memphis, U.S.
California, Chinese Type 329, Pakistani Punjab SG
1503. See Cotton Outlook for a current complete
list.). The average of the 5 lowest-priced descriptions
out of a basket of 15 comprise the A-Index. The A-
Index is not weighted by quantity traded, and
shipment dates can often vary by months between
descriptions. Since the A-Index is not comprised of a
fixed basket of prices, it can vary as reduced
availability terminates quotations for a certain
description of cotton for the year. This can result in
large day-to-day shifts in the A-Index level as the
unavailability of quotes in the lowest price cotton
will result in the substitution of a high-priced growth
in the average.

The A-Index quotations are also specific to the
fiber’s year of production. This introduces a
discontinuity into the price series used here since the
A-Index for a given July refers to cotton produced in
marketing year X and the subsequent price for
August refers to year X+l. A forward A-Index
referring to the coming marketing year (X+1) is
available during the latter part of each marketing year
X, but in this study no adjustment based on these
forward quotes was used.

Results

Tests for the presence of unit roots and cointegration
are now commonly elucidated in econometric texts
and incorporated into statistical software, so the basis
and nature of these tests will not be elaborated upon
here. See Harris for an introduction, and Banerjee, et
al, for a more complete exegesis.
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Both the augmented Dicky-Fuller (ADF) and Philips-
Perron (PP) tests indicate that both prices are 1(1) in
virtually every case (Tables I and 2). The A-Index
during 1986-91 is the only exception, with the ADF
and PP results suggesting, respectively, rejecting the
null hypothesis of non-stationarity and accepting it.
Examining the sample’s data (Figure 2) suggests the
A-Index might appear to follow a trend during the
period analyzed, and both the ADF and PP tests
support the conclusion that the A-Index is trend
stationary during 1986-91. Given that most price
series tend to be non-stationary, and that the evidence
is mixed in this case, the analysis proceeded under
the assumption of non-stationarity even without a
trend. The cointegration results are the same in each
case.

No formal tests were made for the timing of a
structural break, The first marketing year under 1990
farm legislation marked an important shift in the
policy regime of the world’s largest exporter,
suggesting an appropriate break point. Figure 1 also
suggests change in the relationship between U.S. and
world prices at about that time. After 1991 the gap
between U.S. and world prices narrows.

The A-Index averages quotes for cotton 1/32 inch
longer than that priced by the U.S. spot price,
suggesting a premium for the A-Index based on
quality. Northern Europe is also relatively distant
from regions of significant cotton production, and the
cost of transportation between the United States and
Northern Europe would be expected to add a further
premium to the A-Index. Transportation costs are
calculated annually by USDA’s Economic Research
Service and are generally nearly 14 cents per pound.

Note that the A-Index’s premium is seldom large
enough to encompass both of these factors. U.S.
cotton of a given specification and location is
generally higher-priced than that of another country
due to reliability and quality factors.

Comparison between Figures 2 & 3 illustrate the
differences between the two time periods. During the
earlier period, the A-Index exceeded the spotprice in
every month, with the exception of May 1991. The
average premium for the A-Index was 9.5 cent per
pound. During 1991-99 the average premium fell to
3.8 cents, with the spot price actually exceeding the
A-Index for an extended period in 1998.

If the prices were cointegrated during each period,
the differences could be attributed to a change in the
intercept of the cointegrating relationship. Perhaps
the greater role of Central Asian cotton in

determining the A-Index increased the U.S. premium
relative to the rest of the world on average.
Similarly, payments under the Step 2 program could
shift the premium between cotton on U.S. and world
markets.

However, cointegration testing indicates that U.S.
and world prices after 1991 are no longer
cointegrated. Rather than just altering the difference
between the average levels of the two prices, changes
in world markets have altered the relationship
between the two prices. Over the entire period
studied (1986-99), cointegration appears to hold
(Table 3). Similarly, during the earlier period, 1986-
91, the prices appear to be cointegrated (Table 4).
However, since 1991, the null hypothesis that there
are no co-integrating vectors cannot be rejected
(Table 5). These results are all robust across a range
of vector-autoregression (VAR) model lags and
specifications with respect to intercepts and trends in
both the VAR models and the cointegrating
equations. Log-likelihood ratio tests indicated VAR
lags for the three respective time periods of 12, 9, and
2 months.

Conclusions

The relationship between U.S. spot prices and the A-
Index seems to have changed since 1991, although
further research will be necessary to determine the
sources of this change. The differences in the
average price gap, VAR lag length, and ADF lag
lengths all point to possible structural change
between 1986-91 and 1991-99. The disappearance
during the latter period of a cointegrating relationship
observed during the earlier period supports this
conclusion. Interestingly enough, the change in the
relationship is not sufficient to result in an apparent
lack of a non-cointegrating relationship when
estimating over the entire 1986-99 time period.

The variability in the relationship between the two
prices during 1991-99 could have several sources.
The Step 2 program, for example, could be
understood to affect the relationship in two ways.
One way is by sundering the link between U.S. and
world markets. If User Marketing Certificates are
typically available to equate U.S. and world prices
for cotton exporters and consumers when these prices
diverge, then the pressure of arbitrage to bring them
together again is lessened.

These certificates are not always available, but
variability in the operation of Step 2 may have led to
changes in the U.S./world price relationship within
the 1991-99 period. Initially, Step 2 payments for
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exports were based on the prevailing certificate value
on the date of sale. In 1995, a regulatory change
shifted the export payment determination from date
of sale to date of shipment. Under the original
regulations, millions of bales were sold for export
during a single week in response to a perceived peak
in certificate values. Most Step 2 payments went to
exporters during that period.

The 1996 U.S. farm legislation added a cap to Step 2
expenditures of $701 million through 2002.
Previously, potential expenditure was unlimited. The
expenditure limit was reached in December 1998,
and efforts to consummate shipments before the
exhaustion of funds introduced some unusual price
dynamics during marketing year 1998/99.
Legislation in 1999 removed the spending cap, and
the relationship between Step 2 payments and Special
Import Quotas (“Step 3”) was adjusted.

This summary of major changes inU.S. cotton policy
indicates that even if policies like Step 2 did not
break the link between U.S. and world prices, the
nature of that link could have changed several times
during 1991-99, resulting in an apparent absence of
cointegration due to structural breaks.

Another factor which may have introduced instability
into the U.S./world price relationship has been the
varying role of Central Asia in world cotton markets.
Early in the 1990’s, barter arrangements developed
before the collapse of the Soviet Union accounted for
a substantial portion of Uzbekistan’s and
Turkmenistan’s exports. The last of these
agreements only lapsed late in the 1990’s. Price
transmission betweenCentral Asia and the rest of the
world would probably vary as the role of barter
varied. Furthermore, as noted in this paper’s
introduction, Central Asian production and exports
have been declining over the 1990’s, varying the
region’s impact on the A-Index and other prices.

It may be that the A-Index is an inappropriate
variable for the tests used in this paper. Rather than a
fluctuating basket of prices, it may be appropriate to
test for the integration of a specific foreign price with
the U.S. price. On the other hand, the A-Index is
widely recognized in the industry as the world price,
and is identical to the price index used in determining
the value of Step 2 certificate values and the use of
Special Import Quotas. This suggests that further
research involving the A-Index would be at least as
useful as that with substitute prices.
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Table 1—U.S. Spot Prices, Unit Root Tests
______ Lag ADF PP ADF PP

Levels 1St Diff.
1986- 1 2.64 2.54 8.70** 10.72**
99
1986- 0 2.26 2.42 7.28** 7.26**
91
1991- 4 1.57 1.49 5.21** 6.92**
99
** significant at 1%
(Lag refers to lag of thepreferred ADF model. PP
lags were determined by Newey-Westautomatic
truncation selection.)

Table 2—A-Index, UnitRoot Tests

_____ Lag ADF PP ADF PP

Levels
1

stDiff.
1986- 4 2.65 2.70 6.21** 7.69**
99
1986- 1 3.25* 2.84 5.16** 7.20**
91
1991- 4 1.26 1.25 4~93** 6.12**
99

*significant at 5%, ** significant at 1%
(Lag refers to lag of thepreferred ADF model. PP
lags were determined by Newey-West automatic
truncation selection.)

Table 3—Johansen Cointegration Test Summary,
1986-99.
Eigen- Likelihood 5% Critical r
value Ratio Value

0.255 44.049** 24.60 0
0.007 1.029 12.97 1
* *rejection at 1% significance of null hypothesis that
largest number of cointegrating relationships = r

Table 4—Johansen Cointegration Test Summary,
1986-91.
Eigen- Likelihood 5% Critical r
value Ratio Value

0.763 89.332** 19.96 0
0.057 2.878 9.24 1
* *rejection at 1% significance of null hypothesis that
largest number of cointegrating relationships = r

Table 5—Johansen Cointegration Test Summary,
1991-99.
Eigen- Likelihood 5% Critical r
value Ratio Value

Figure 1: A-Index Price Premium
1976-2000
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Figure 2: U.S. and World Cotton Prices
1986-91
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Figure 3: U.S. and World Cotton Prices
1991-99
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0.067 7.616 19.96 0
0.010 0.972 9.24 1
* rejection at 5% significance of null hypothesis that
largest number of cointegrating relationships = r
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